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Abstract— At the core of recommender systems are the processes 

which make predictions, such as ratings for an item which a user 

may assign to it, and recommends the most preferred item based 

on these ratings back to the user. Numerous design and 

implementation issues exist in building such intelligent systems. 

The success of such systems, are highly dependent on predictive 

accuracy of the underlying methodologies on which 

recommender engine is built upon. In this paper we have 

explored various similarity measures and analyzed their effect on 

predictive accuracy when applied in building neighbourhood 

based collaborative filtering recommender systems.        
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I. INTRODUCTION 

The plethora of information on internet and the success of 

e-commerce websites have given rise to an indispensable need 

of systems capable of filtering information in meaningful 

ways. From the diverse variety of products and services 

offered at websites, users find it difficult to make decision in 

selecting items. Various information retrieval systems and 

tools are available to facilitate this process. Amongst the 

popular ones, there are Recommender Systems (RSs) which is 

built to provide suggestion of most preferred items to the user 

from all the available alternatives.  

RSs are information processing software that provides 

suggestion of items to its users. In RSs item is used as generic 

term to denote product or service that are recommended to its 

user. The idea originated from individual behaviour of 

decision making being influenced by the choices of their peers 

or persons of similar tastes. The researchers tapped this idea to 

provide richer personalised recommendations to its users in 

form of ranked lists of items. 

Goldberg et al. the developers of one of first RSs, 

Tapestry, in their paper [2] coined the term collaborative 

filtering (CF). CF emerged as one of the most successful 

approaches for providing personalized recommendations. The 

fundamental assumption of CF is that people who like the 

same thing are likely to feel similarly towards other things. 

The Memory Based CF algorithm uses entire or sample of 

user-item database (which typically stores the user ratings for 

the corresponding items) and loads it into the memory to 

generate prediction in order to make recommendations. The 

item recommendation task is described in section III. The 

Neighbourhood-based CF algorithm is a most popular 

mechanism for implementing memory based CF algorithm. It 

identifies the neighbours (where every user is part of group 

with similar taste) for the active user by calculating weight or 

similarity which is distance between two users or items and 

produces prediction by taking weighted average of all the 

ratings. In this approach similarity computation between users 

or items is important step. 

The prediction quality of recommender system based on 

collaborative filtering technique is highly dependent on the 

precision of similarity between users or items. Thus choice of 

similarity computation measure is crucial step in building this 

kind of recommender systems. In this paper we have build 

neighbourhood based CF Recommender System for user 

based and item based approach over a dataset using various 

Similarity Measures and compared them on their predictive 

accuracy in order to facilitate selection of better similarity 

measure in building such systems. 

  

II. RELATED WORK 

RSs became an independent research area in mid of 1990s 

[1, 2]. Xiaoyuan Su and Taghi M. Khoshgoftaar in their paper 

[3] have provided a comprehensive introduction on 

collaborative filtering technique. Sarwar et al. in [4] have 

analysed item based recommendation generation algorithms 

and have examined different techniques for computing item-

item similarity. In another work [5] Sarwar et al. have 

analysed quality and performance of recommendation on two 

different dataset using collaborative filtering techniques. 

Herlocker et al. in [6] have presented very detailed and 

extensive techniques for evaluating collaborative filtering 

recommender systems.  

 

III. PROBLEM DEFINITION AND SIMILARITY MEASURES 

In order to define the problem for comparing predictive 

accuracy of various similarity measures in memory based 

Collaborative Filtering Recommender Systems we need to 

first formalise the task of item recommendation, prediction 

and similarity measures. 
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A. Item Recommendation Task 

Taking clue from [7] let the set of users in the system be 

denoted by U and the set of items by I. R denotes the set of 

ratings stored in the system given by users for items and S 

records the set of possible values([1,5] or {like, dislike}) for a 

rating. Any user u ∈ U can assign only one rating for a 

particular item i ∈ I denoted by rui. The subset of users who 

have rated an item i is denoted by Ui and the subset of items 

rated by a user u by Iu. Apart from this the set of items which 

have been rated by two user’s u and v is denoted by Iuv and 

likewise the set of users that have rated both items i and j is 

denoted by Uij. The task of item recommendation primarily 

focuses on recommending a user u ∈ U a new and not yet 

experienced item i ∈ I that may be relevant to the user’s 

interest. This task is accomplished by calculating a function f : 

U x I → S that predicts the rating f(u,i) of a user u for a new 

item i. This function is then used to recommend to the active 

user ua an item i
*
 for which the estimated rating has the 

highest value: 

   

  i
*
 = arg maxjεI f(ua , j).       (1) 

      

B. Prediction 

In neighbourhood based CF system [8] a subset of nearest 

neighbour, based on similarity, of active user are chosen and a 

weighted aggregate of their similarity is used to generate 

prediction using the following formula: 

 

             𝑃𝑎 ,𝑖  =  𝑟 𝑎  +  
 (𝑟𝑢 ,𝑖𝑢∈𝑈  − 𝑟 𝑢 ) ∗ 𝑤𝑎 ,𝑢

  𝑤𝑎 ,𝑢  𝑢∈𝑈
                   (2)  

 

where 𝑟 𝑎   and 𝑟 𝑢  are the average ratings for the user a and user 

u for all other rated items. 𝑤𝑎 ,𝑢  is the weight between the user 

a and u which is used to calculate similarity correlation. There 

are different ways to calculate this weight which is discussed 

in the following section. 

 

In the case of item-based collaborative filtering 

recommendation [4] the method of similarity computation 

between two items i and j is to first isolate all the users who 

have rated these items and then to apply similarity 

computation technique. The Prediction generation formula 

used in this case is: 

   

                      𝑃𝑢 ,𝑖 =  
  𝑟𝑢 ,𝑛  𝑤𝑖 ,𝑛𝑛∈𝑁

   𝑤𝑖 ,𝑛  𝑛∈𝑁
                                   (3) 

 

where the summations are over all other rated items 𝑛 ∈  𝑁 

for users u, 𝑤𝑖 ,𝑛   is the weight between items i and n, 𝑟𝑢 ,𝑛  is 

the rating for user u on item n. 

 

C. Similarity Measures 

In order to compute similarity between users different 

similarity calculation techniques have been used. The 

following sub-sections discuss some of the used similarity 

computation technique. 

 

1. Pearson Correlation Similarity: In statistics correlation is 

used to find how well two random variables are related. 

Correlations are important because they discover a predictive 

relationship between the concerned variables which can be 

exploited into practice. Pearson Correlation, more formally 

known as Pearson Product Moment Correlation or PPMC, is 

one of the most important correlation based measure which is 

widely used. In simplest form Pearson Correlation is the 

measure of the linear correlation between two values X and Y 

giving value between +1 to -1 inclusively. In user-based 

collaborative filtering recommender system, the similarity 

weight between user u and v is calculated using following 

formula: 

𝑤𝑢 ,𝑣 =  
  𝑟𝑢𝑖 −𝑟 𝑢  (𝑟𝑣𝑖−𝑟 𝑣)𝑖∈𝐼𝑢𝑣

  (𝑟𝑢𝑖−𝑟 𝑢 )2  𝑖∈𝐼𝑢𝑣
 (𝑟𝑣𝑖−𝑟 𝑣)2  𝑖∈𝐼𝑢𝑣

              (4) 

where Iuv the set of items which have been rated by two user’s 

u and v. rui rating given by user u to item i and 𝑟 𝑢  is mean of 

ratings given by user u.   

 

2. Euclidean Distance Similarity: Euclidean distance is 

another famous distance measuring formula used in 

mathematics. The formal definition of Euclidean distance 

measurement states that it is the square root of the sum of 

squared differences between corresponding elements of two 

vectors. This concept of measuring distance is adopted in 

calculating similarity between users by considering users as 

elements in Euclidean space whose coordinate value is their 

preference. The similarity metric then calculates the distance d 

between two such user points using following formula: 

 

𝑑𝑢𝑣 =    (𝑥𝑢𝑖 −  𝑥𝑣𝑖)
2𝑛

𝑖=1                            (5) 

 

where i is item, u and v represents users, xui and xvi are 

ratings given by user u and v for item i. But this equation 

alone doesn’t form the similarity metric as the larger value 

indicates more distance making the users less similar. So it's 

required to minimize this value so that it users can be found to 

be more similar. Therefore the value duv is minimized and 

similarity for each pair of users is calculated and returned by 

following formula:  
1

1+𝑑𝑢𝑣
                                                  (6) 

 

which gives value in the range of 0 and 1. 

 

   3. Tanimoto Coefficient Similarity: Tanimoto Coefficient 

also known as Jaccard Similarity Coefficient measures 

similarity between datasets, and is defined as the size of 

intersection divided by the size of the union of the datasets.  

The formula is: 

 

 𝑇 𝑋, 𝑌 =  
𝑋∩𝑌

𝑋∪𝑌
                                        (7) 

 

where X and Y defines elements in datasets. The adaptation 

of Tanimoto Coefficient in context of calculating similarity in  
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Figure 1 Combined Result for User Based CF showing comparative 

accuracy performance between three similarity metrics 
 

 

collaborative filtering recommender system is very 

interesting.  The important fact about Tanimoto Coefficient is 

that it ignores what preference value is given to the item. This 

means that it only takes into consideration that whether the 

user has expressed some preference for the item or not. This 

makes Tanimoto Coefficient as an important similarity metric 

because it can be used in context where user’s preference for 

the item is not very detailed. For example irrespective of 

giving ratings on the scale of 1 to 5 a user can assign values 

like good or bad. Thus the only considerable thing is the 

relationship between user and item which is recorded as 

transaction by the system. 

 

 

IV. DATASET, EVALUATION METRIC AND EXPERIMENTAL 

RESULT ANALYSIS 

In this section used dataset, accuracy evaluation metric and 

result analysis is presented. 

A. Dataset 

In order to perform any empirical analysis pertaining to 

information system need of consistent dataset is indispensible. 

The empirical analysis in this paper is carried out by 

implementing memory based collaborative filtering technique 

on the movie ratings dataset. The dataset has been procured 

from Grouplens Research website
1
. The used dataset consists 

of 100,000 ratings from 943 users on 1682 movies. 

 

B. Evaluation Metric 

The task of item recommendation, prediction generation 

and similarity measurement was formalised and detailed in 

section III. However, one key aspect in implementing such 

system is about analyzing how well the system is generating 

prediction for which accuracy is considered in evaluating the 

performance of recommender system. For this purpose some  

 
1
http://www.grouplens.org/node/73 

 
Figure 2 Combined Result for Item Based CF showing comparative 

accuracy performance between three similarity metrics 
 

 

 evaluation metric [6] is needed. Mean Absolute Error 

(MAE) and its variation Root Mean Squared Error (RMSE) 

falls under the category of predictive accuracy metric. For 

purpose of evaluating predictive accuracy in this paper RMSE 

metric has been used owing to the fact that it penalises less 

accurate predictions more heavily compared to MAE. The 

RMSE metric, which measures the square root of the average 

of the squares of the difference between predicted and actual 

rating values, is calculated using following formula: 

 

𝑅𝑀𝑆𝐸 =  
 (𝑝𝑖−𝑟𝑖)

2𝑁
𝑖=1

𝑁
                               (8) 

 

where i is item, pi is predicted rating and ri is the actual 

rating for item I. N is the number of total items under 

consideration. In analyzing the accuracy the lower value of 

RMSE presents better performance of recommender engine. 

 

C. Result Analysis 

In user based collaborative filtering technique we have 

tuned the system on neighborhood size of k-nearest neighbors 

which influences the prediction quality. The result has been 

presented in fig. 1 which plots predictive accuracy of system 

in various similarity measure approaches on the dimensions of 

root mean squared error and neighborhood size.    

The Pearson Correlation oriented User Based Collaborative 

filtering recommender system shows best prediction around 

neighborhood size of 250 for which its prediction accuracy on 

RMSE factor was around 1.0208. The worst accuracy was 

recorded when neighborhood size was 20. This shows that 

Pearson Correlation similarity metric is not suited for sparse 

dataset. The Euclidean Distance based Similarity measure has 

shown better result as compared to Pearson Correlation. The 

best RMSE accuracy score on this dataset was 0.9659 at the 

neighborhood size of 250. Also in case of data sparsity this 

metric was too found not very effective. The Tanimoto 

Coefficient similarity metric was found to be moderately good 

as compared to Pearson Correlation in the context that it even 

performed well for sparse dataset. However for combined 
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comparison of these metrics upon the used dataset Euclidean 

Distance Similarity Measure emerged to be better option in 

implementing user based collaborative filtering recommender 

system.  

 

In analysis of Item Based Collaborative filtering 

Recommender System the prediction accuracy of Tanimoto 

Coefficient was found to be better as compared to other. The 

RMSE score for Tanimoto Coefficient was 1.01, followed by 

Euclidean Distance similarity score of 1.035 and then was 

Pearson Correlation with 1.056 which is presented in fig.2. 

The most significant aspect was that as compared to User 

based CF algorithms Item based CF algorithms were very fast 

in computing similarity weight and prediction. This makes the 

choice of Item based approach more favorable over User 

Based approach. 

 

 

V. CONCLUSION AND FUTURE WORK 

In Recommendation System accuracy of prediction serves 

as the most prominent source for building trust of customers. 

In this paper we explored the importance of three different 

similarities metric on two important variants of memory based 

collaborative filtering technique. We compared the prediction 

accuracy performance of these systems with respect to 

discussed similarity metric and seen its influence on the 

accuracy of prediction. However it should be noted that the 

performance of recommender engines are also dependent on 

data sparsity which immediately makes the monitoring and 

tuning of these systems a requirement. Scalability issue is 

another challenge that needs to be addressed in building these 

systems. This gives an opportunity to implement new 

algorithms and test new design approach and further 

improvise prediction accuracy of these systems.      
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