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Abstract  
 

Outlier detection is currently an important and active 

research problem in many fields and is involved in 

numerous applications. This paper applies minimum 

volume ellipsoid (MVE) with principle component 

analysis (PCA) extension, a powerful algorithm for 

detecting multivariate outliers. If the data points exceed 

the cut-off value, the mahalanobis distance is used for 

the outliers. The paper also compares the performance 

of the suggested frame work with statistical methods to 

demonstrate its validity through simulation and 

experimental applications for incident detection in the 

field of bioinformatics. The observable results are 

obtained from biological samples such as glucose, 

acids and protein synthesis and are shown in the 

graphs.  

  Keywords: outlier detection, PCA, MVE, Mahalanobis 

distance. 

 

1. Introduction 

 
  An outlier is an observation (or measurement) that 

is different with respect to the other values contained in 

a given data set. Such irregularities or rare events can 

indicate an error in the data, or abnormal behaviour of 

the underlying system. There are different definitions 

of “outlier” the most commonly referred ones are: 

- “An outlier is an observation that deviates so much 

from other observations as to arouse suspicions that is 

was generated by a different mechanism “ (Hawkins, 

1980). 

- “An outlier is an observation (or subset of 

observations) which appear to be inconsistent with the 

remainder of the dataset” (Barnet & Lewis, 1994). 

- “An outlier is an observation that lies outside the 

overall pattern of a distribution” (Moore and McCabe, 

1999). 

Many data mining algorithms try to minimise the 

influence of outlier in data sets. They are extensively 

used in a wide variety of applications such as fraud 

detection in credit card transactions, intrusion detection 

in cyber security, identifying novel molecular structures 

in the field of bioinformatics as part of pharmaceutical 

research, loan application processing of problematic 

customers, etc. Their importance in data is due to the 

fact that they can translate into actionable information 

in a wide variety of applications. 

  

1.1. Defining Outliers 

 
Outliers are patterns in data that do not conform to a 

well defined notion of normal behaviour. Figure 1 

illustrates outliers in a simple 2-dimensional data set.  

   

 
Figure 1.Outliers in 2 dimensional datasets 

 

2. Problem identification 

  

Bioinformatics is the application of information 

technology in field of molecular biology. 
Bioinformatics entails the creation and advancement of 

databases, algorithms, computational and statistical 

techniques, and theory to solve formal and practical 

problems arising from the management and analysis of 

biological data. The primary goal of bioinformatics is 

to increase our understanding of biological processes. 

The focus is on developing and applying 

computationally intensive techniques (e.g., data mining 

and machine learning algorithms) to achieve this goal. 

In order to identify the irregularities in bio informatics 

one of technique used is Principal component analysis. 
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Principal Component Analysis (PCA), developed 

by Karl Pearson in 1901, is a simple, non parametric 

method of extracting relevant information from 

confusing data. The aim of this method is to reduce the 

dimensionality of multivariate data and is a linear 

transformation that transforms the data to a new 

coordinate system. This method calculates the 

covariance matrix, because covariance is always 

measured between two dimensions. It measures how 

much the dimensions vary from the mean with respect 

to one another. If we calculate the covariance between 

one dimension and itself, we will get the variance of 

that dimension. The covariance matrix describes all 

relationships between pairs of measurements in the 

considered data set. 

  

The basic formula for the covariance is 

 

               

Where X and Y are two separate dimensions of 

data. By getting the covariance matrix, the Eigen vector 

and Eigen values are calculated. Before outlier 

detection the observations on the eigenvectors are 

scored with positive Eigen values for co-variance 

matrix. 

For a square matrix A of order n, the number λ is an 

Eigen value if and only if there exists a non-zero vector 

C such that    

AC=λC 

Using the matrix multiplication properties, we obtain  

 

(A - λIn)C=0 
Where In  is the unit vector 

 

Covariance measures the degree to which two variables 

change or vary together (i.e. co-vary). On the one hand, 

the covariance of two variables is positive if they vary 

together in the same direction relative to their expected 

values (i.e. if one variable moves above its expected 

value, then the other variable also moves above its 

expected value). On the other hand, if one variable 

tends to be above its expected value when the other is 

below its expected value, then the covariance between 

the two variables is negative. If there is no linear 

dependency between the two variables, then the 

covariance is 0.  

Correlation is a measure of the relation 

between two or more variables. The correlation 

coefficient ρX, Y between two random variables X and 

Y  values  

 

In higher-dimensional spaces, the problem is even 

more difficult. Traditional multivariate outlier-detection 

methods are based on the calculation of the generalized 

squared (Mahalanobis) distances for each data point. 

Mahalanobis distances are in essence weighted 

Euclidean distances, the distance of each point from the 

centre of the distribution is weighted by the inverse of 

the sample variance-covariance matrix. Unfortunately, 

outliers greatly inflate the covariance matrix and can 

therefore effectively mask their own existence.  

To counter this masking problem, Rousseeuw 

(1985) introduced the robust Minimum Volume 

Ellipsoid (MVE) method for detection of outliers in 

multidimensional data. By the term change point, we 

mean a time point at which the data properties suddenly 

change. 

 

3. Implementation and design methodology 

  
The suggested PCA-MVE method is for finding 

Outliers in Bioinformatics datasets. The sample data is 

generated through biological tools and taken in form of 

numeric values then PCA method is applied. In PCA, 

the Covariance and Correlation matrix for the data is 

found. Then by applying MVE algorithm, whether it is 

an Outlier or a Cluster is known. By giving the weight 

as 0 for Outlier and 1 for Cluster, the Outliers are found 

and then projected in the form of a Graph. 

3.1. Procedure 

 
Input: Take biological samples such as acids, glucose 

and Protein synthesis. 

Step 1: Use bioinformatics tool to generate or create 

numeric data set. 

Step 2: Apply PCA for sample dataset. 

Step 3: Calculate covariance matrix and then find Eigen  

vector,  Eigen values and correlation matrix for thedata. 

Step 4: Then apply MVE to know whether it  is an         

outlier or cluster by giving  the weights  as 0 for  outlier 

and 1 for cluster. 

Step 5: Apply mahalanobis distance, if data point         

exceeds the cut-off value. 

Step 6: Generate reports to visualize the outliers in            

the data set by using statistical charts. 

 

4. Experimental results 
 Taking biological samples such acids, glucose and 

protein synthesis and generate above procedure 

The sample input data is as follows: 
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Table 1. The sample data 

X Y 

0.40078200 0.952314 

0.38408900 0.889371 

0.44236600 0.953902 

0.41746100 0.947438 

0.47986600 0.935342 

0.36915900 0.959396 

0.39317700 0.968266 

0.44826500 0.870872 

0.34656500 0.884370 

0.42260000 0.940137 

0.42777000 0.954561 

0.40961500 0.920041 

0.35421200 0.923201 

0.45138200 0.990933 

The mean, covariance, correlation values are generated 

as shown below 

 

 

 

 

 

 

 

 

 

 

 

 

                 

 

 

 
Figure 2. The mean, covariance, correlation values 

 

4.1. Statistical charts for representing the 

outliers  

 
 The statistical graphs are useful for representing the 

data in a meaningful way. A good graph conveys 

information quickly and easily to the user. Graphs 

highlight the hidden features of the data. 

 

4.1.1. Box and whisker. The box and whisker is one of 

the important graphs for outlier detection to show the 

spread of the data. The diagram is made up of a "box", 

which lies between the upper and lower quartiles. The 

median can also be indicated by dividing the box into 

two. The "whiskers" are straight lines extending from 

the ends of the box to the maximum and minimum 

values.  

 

Figure 3. Box and whisker diagram 

Figure 4. The MVE based outlier detection box and whisker 

chart 

4.1.2. Linear and power regression models. 

Regression analysis is a statistical tool for the 

investigation of relationships between variables. Linear 

regression is the most widely used of all statistical 

techniques. It is the study of linear (i.e., straight-line) 

relationships between variables, usually under an 

assumption of normally distributed errors. Where as the 

following two models such that linear regression model 

and power regression model which shows the outliers 

deviated  from the data set.   

 
Figure 5. The linear regression model 
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Figure 6. The power regression model 

 

 

4. Conclusion 

 
    Bioinformatics is an inter-disciplinary field that 

involves use of Information Technology in developing 

and improving methods for analysing biological data 

and enhance our biological knowledge. This paper 

suggests the use of PCA-MVE, which is one of the data 

mining techniques, along with Mahalanobis distance to 

detect the outliers in two dimensional or multivariate 

data sets. Such detection of the outliers helps in 

identifying errors in biological data and thus proves to 

be of immense significance in the applications of 

bioinformatics like accurate diagnosis of diseases, 

Personalised medicine, Preventive medicine etc.  
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