
Real Time Vehicle Detection from 
Captured Image 

ABSTRACT-With the recent advancements in machine 

learning technology, the accuracy of autonomous driving 

object detection models has significantly improved. 

However, due to the complexity and variability of real-

world traffic scenarios, such as extreme weather conditions, 

unconventional lighting, and unknown traffic participants, 

there is inherent uncertainty in autonomous driving object 

detection models, which may affect the planning and 

control in autonomous driving. Thus, the rapid and 

accurate quantification of this uncertainty is crucial. It 

contributes to a better understanding of the intentions of 

autonomous vehicles and strengthens trust in autonomous 

driving technology. This research pioneers in quantifying 

uncertainty in the YOLOv5 object detection model, thereby 

improving the accuracy and speed of probabilistic object 

detection, and addressing the real-time operational 

constraints of current models in autonomous driving 

contexts. Specifically, a novel probabilistic object detection 

model named M-YOLOv5 is proposed, which employs the 

MC-drop method to capture discrepancies between

detection results and the real world. These discrepancies

are then converted into Gaussian parameters for class

scores and predicted bounding box coordinates to quantify

uncertainty. Moreover, due to the limitations of the Mean

Average Precision (MAP) evaluation metric, we introduce a

new measure, Probability-based Detection Quality (PDQ),

which is incorporated as a component of the loss function.

This metric simultaneously assesses the quality of label

uncertainty and positional uncertainty. Experiments

demonstrate that compared to the original YOLOv5

algorithm, the M-YOLOv5 algorithm shows a 74.7%

improvement in PDQ. When compared with the most

advanced probabilistic object detection models targeting the

MS COCO dataset, M-YOLOv5 achieves a 14% increase in

MAP, a 17% increase in PDQ, and a 65% improvement in 

FPS. Furthermore, against the state-ofthe-art probabilistic 

object detection models for the BDD100K dataset, M-

YOLOv5 exhibits a 31.67% enhancement in MAP and a 

125.6% increase in FPS. 

Keywords-“Machine learning", "weather conditions", 

autonomous driving ", " M-YOLOv5 ", " Probability-based 

Detection Quality (PDQ)", " MC-drop method ", " Mean 

Average Precision (MAP)", " BDD100K dataset ". 

I.INTRODUCTION

In recent years, deep learning has been increasingly utilized

in autonomous driving perception systems, where object

detection models have made significant advancements in

both result accuracy and inference speed [1-3]. However, in

facing edge cases such as heavy snow, fog, rain, or extreme

lighting conditions during the night, and unknown regular

traffic participants, deep learning perception models are still

likely to make incorrect predictions with a considerable

probability [4,5]. Fig. 1 illustrates the output results of the

probabilistic object detection model in multiple traffic

scenarios. The upper left portion represents a normal traffic

scene, the upper right is under low-light conditions and the

lower halfdepicts extreme weatherconditions, during which

the location of the object detection model's output is largely

uncertain. Corresponding safety redundancy in cognition and

decision-making must be implemented based on the

quantified uncertainty. Acquiring the uncertainty in

perception model predictions can provide valuable

information to the decision-making layer and assist

autonomous vehicles in taking timely actions. Furthermore,
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human beings have an intuitive ability to understand design 

for improved accuracy (AP 53.9%) but required significant 

computational power and training time. After YOLOv5, the 

series achieved higher accuracy but at the cost of increased 

computational demands and limited industrial applicability.  

II. M-YOLOV5 MODEL

This section describes the proposed probabilistic object

detection algorithm M-YOLOv5, which employs the MCDrop

method to incorporate class uncertainty and bounding box

location uncertainty into the model's predictions. The section

begins by defining the problem,followed by an introduction to

the network structure of M-YOLOv5, which includes the

CSPnet structure, the design of the MC-Drop method, and the

process of uncertainty quantification. Subsequently, the

design of the loss function is elaborated, and finally, the

computation of the PDQ evaluation metric is detailed.

I. EASE OF USE

I. A.PROBLEM FORMULATION

This work aims to perform uncertainty modeling on the 

YOLOv5 model. Assuming that there are existing input data 

for object detection, the YOLOv5 model, and the original 

YOLOv5 network weights that have been trained, the task is 

to quantify the uncertainty in label and location of the 

YOLOv5 detection results.  

To appropriately define this problem, specific symbols and 

parameters are first introduced. Let a labeled test set 

comprising 𝑁 pairs of data be represented as 𝑇 = {𝒅!,𝒓!}
$

!"#,

where 𝒅! is randomly selected input image data from the set 

𝐷, and 𝑟! = +𝑟,%, 𝑟,&, 𝑟’- corresponds to the target output data 

from the object detection result set 𝑅. Here, 𝑟,% represents the 

type of object and the probability of each class, 𝑟,& represents 

the position of the object in the image, and 𝑟’ denotes the 

uncertainty of the detection result. Let 𝑐𝜖{1,2, … , 𝐶} 

represent the category code corresponding to the target, 

where 𝐶 is the total number of target classes. Let 𝑖𝜖{1,2, … , 

𝐼} indicates the current number of samples, where 𝐼 

represents the sampling  times of the object detector. Let 

𝑜𝑏𝑗(𝜖{1, … , 𝐶} represents the class of the object, and the 

probability of each class. Then 𝑝)(, 𝑝#(, … , 𝑝define*( 

respectively represent  𝑟,% = ∑"#$-% ,!", where 𝑟%( = (𝑜𝑏𝑗(, 𝑝)(, 

𝑝#(, … , 𝑝*() .  Let 𝑥(, 𝑦(  represent  the 

coordinates of the center of the predicted box, and  ( the 

height of the box, th
( 

= (𝑥(, 𝑦(, 𝑤(,  () . Define en𝑟,. is

expressed as 𝑝%(𝑟,%|𝒅𝑤, 𝒟(𝑟,)the width, . = as the ∑"#$-% ,&",  

where 𝑟&probability that the input data 𝒅 leads to an object 

class of 𝑟,% under a specific object detection model, and 

𝑝&(𝑟,&|𝒅, 𝒟) as the probability that the object location is 𝑟,&, 

then 𝑟’
(
 is expressed as 𝑟’

( 
= D𝑝%(𝑟,%|𝒅, 𝒟), 𝑝&(𝑟,&|𝒅, 𝒟)E.

The goal of this paper is to provide an accurate estimate of 

object detection class uncertainty 𝑝%(𝑟%
(
|𝒅, 𝒟) and location

uncertainty 𝑝&D𝑟&
(
|𝒅, 𝒟E, along with the detection class

results  

𝑟,% and location results 𝑟,&, based on the original object 

detection model 𝑓, by designing the MC-drop method, and 

according to the input image data {𝒅!}
$

!"#.

FIGURE 2.M-YOLOv5 model structure diagram. 

II. B.NETWORK STRUCTURE 

To ensure the unambiguous safety compliance of ego vehicle, 

The network structure of M-YOLOv5 consists of three parts: 

Backbone, Neck, and Head, as illustrated in Fig. 2. The 

Backbone structure is responsible for extracting key features 

from the image, the Neck is tasked with fusing the extracted 

image features, and the Head part is in charge of transforming 

the fused features into the data's output format. To ensure that 

the features extracted by the Backbone structure are not 

disrupted, a Dropout layer is embedded between the Neck and 

Head structures.  

When an image is input into the M-YOLOv5 network as the 

first layer input 𝑑)
 of the CNN, it first passes through the 

Backbone layer, resulting in the input 𝑑!/%0 to the Neck 

structure:   

𝑑!/%0 = 𝐵𝑎𝑐𝑘𝑏𝑜𝑛𝑒(𝑑) (1) 
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The Backbone network structure is crucial for extracting 

image features, and its output is a linear or nonlinear 

combination of the intermediate layer outputs. Therefore, the 

output of a 𝑘-layer CNN can be represented as:  

𝑑!/%0 = 𝐹(𝑑)) = 𝐻0D𝑑01#, 𝐻01#(𝑑012), … , 𝐻#(𝑑))E (2) 

where 𝐹 represents the CNN network model, and 𝐻0 is the 

operation function of the 𝑘-th layer in the network structure. 

To avoid gradient accumulation leading to the relearning of 

redundant  information,   the   Backbone   network   structure   

Here, 𝑑31#’ and 𝑑31#’’ are two parts of 𝑑31# divided along the 

channel, 𝑇 is a transition function truncating the gradient 

flow of 𝐻#, 𝐻2, … ,𝐻0, and 𝑀 is a transition function used 

to blend the two segmented parts. The Backbone block 

comprises five convolutional layers 𝐶𝑜𝑛𝑣, four connecting 

layers 𝐶3, and a fast Spatial Pyramid Pooling Fast layer 

𝑆𝑃𝑃𝐹. SPPF is a pooling strategy that transforms feature 

maps of varying sizes into vectors of a fixed length. This is 

achieved by performing pooling operations at multiple 

scales and concatenating the results into a single feature 

vector. Additionally, this structure has been optimized to 

enhance the operational speed of the model. The output of 

the Backbone network structure will serve as the input for 

the Neck network structure.  

The primary function of the Neck network structure is to 

fuse and optimize the features obtained from the Backbone 

at multiple scales, thus providing richer and more 

discriminative features for subsequent object detection. 

Specifically, the Neck network structure addresses the issue 

of scale invariance in object detection. By embedding a 

Dropout layer after the Neck structure, it ensures that the 

Dropout layer does not disrupt the image features extracted 

by the Backbone. When the Neck network structure 

receives the input from the Backbone network, it leads to 

the Dropout module's input  

𝑑4,5’567:  

𝑑4,5’567 = 𝑁𝑒𝑐𝑘(𝑑!/%0) (4) 

The Neck block, aside from the Dropout layer, includes 

convolutional layers 𝐶𝑜𝑛𝑣, connecting layers 𝐶3 , fusion 

layers 𝐶𝑜𝑛𝑐𝑎𝑡, and upsampling layers 𝑈𝑝𝑠𝑎𝑚𝑝𝑙𝑒. It 

comprises three output results that are fed into the "Head" 

block, corresponding to the detection of large, medium, and 

small objects in the final target detection outcome. Notably, 

the first column of fusion layers in the Neck block is

integrated from different positions of the Backbone block, 

enabling a more comprehensive and effective capture of the 

image's features.  

detection head is obtained:  

𝑑8/94 = 𝑑4,5’567 ∗𝑑𝑖𝑎𝑔‘𝑚:(a;:"" # (5) 

𝑚:
(
~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝑝) 𝑓𝑜𝑟

𝑗 = 1, … ,𝐾( (6) 

where 𝑚:
(
 represents the 𝑗-th neuron in the 𝑖-th layer, with a

value of 0 indicating that the neuron is in an inactive state, and 

a value of 1 indicating that it is normal. It follows a Bernoulli 

distribution with a probability of 𝑝. 

A. III.SENSITIVITY ANALYSIS OF MC-DROP METHOD

The design key to the MC-drop uncertainty modeling method

lies in the placement of the Dropout layer, the number of

Dropout layers, and the Dropout probability. Therefore, we

conduct a sensitivity analysis on these key influencing

first obtains {𝒓𝒊}𝑰𝒊"𝟏 through multiple sampling, then acquires 

𝒓𝒏𝒎𝒔 via non-maximum suppression, and finally attains 𝒓 

through format conversion. Output detections for 2D images 

are visualized as bounding box mean (line) and bounding box 

extent at 90% confidence (dashed line).  

The MC-drop method can approximate the posterior 

focuses optimization on each layer's network model 𝐻(, and 

distribution of Bayesian inference through the Dropout the 

output of the 𝑘-th layer is expressed as:  method, and thereby 

quantify the uncertainty of the object   detection model 

using Bayesian inference. Upon inputting 

𝑑0 = 𝑀 PQ𝑑01#
’
, 𝑇 P𝐹D𝑑01#

’’
ERSR (3)𝑑4,5’567 into the Dropout layer, the input   𝑑8/94 to the

FIGU

RE 3

. Description of the key building blocks 

of the YOLOv5 and M

- YOLov5 models, including prediction, format 

conversion, and evaluation.
 M- YOL

Ov5 
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factors. We first carry out a sensitivity analysis for the 

location of the Dropout layer and the Dropout probability. To 

avoid disrupting the effective sampling process of the 

YOLOv5 model, we only position it after different modules at 

the detection head. The experiment analyzed the effect of the 

Dropout layer's position on MAP, PDQ, 𝐴𝑣𝑔_𝑙𝑎𝑏𝑒𝑙, and  

𝐴𝑣𝑔_𝑠𝑝𝑎𝑡𝑖𝑎𝑙, where 𝐴𝑣𝑔_𝑙𝑎𝑏𝑒𝑙 represents the average label 

quality and 𝐴𝑣𝑔_𝑠𝑝𝑎𝑡𝑖𝑎𝑙 represents the average spatial 

quality. Fig. 4 shows the sensitivity analysis results for 

Dropout probability and Dropout layer location. Each plot 

contains three curves corresponding to Dropout probabilities  

𝑝 = 0.15 、𝑝 = 0.2 、𝑝 = 0.25 ; the horizontal axis represents 

the position where the Dropout layer is added, and the 

vertical axes of Fig. 4(a), 4(b), 4(c), and 4(d) represent 

theMAP, PDQ, 𝐴𝑣𝑔_𝑙𝑎𝑏𝑒𝑙, and 𝐴𝑣𝑔_𝑠𝑝𝑎𝑡𝑖𝑎𝑙 scores, 

respectively.  

From Fig. 4, one can observe that the three curves share the 

same trend. This is because the effect of 𝑝 on the rating 

indicators has a low correlation with the effect of the added 

Dropout position on the evaluation indicators, meaning the 

size of 𝑝 does not affect the optimal position for adding the 

Dropout layer. Apart from this, MAP and PDQ have 

negatively correlated features, but a more precise detector can 

achieve higher MAP and PDQ scores simultaneously. This is 

because the randomness introduced by Dropout affects the 

quality of object detection, and the introduced randomness is 

the source of uncertainty prediction. When evaluating with 

PDQ, better scores appear at positions 17, 18, 21, while 

scores at positions 16, 19, 22, 24 drop significantly. This is 

because positions 17, 18, 21 are characterized by being in the 

middle layers of the detection head and located after Concat 

or C3 modules. In contrast, positions 16, 19, 22, 24 are 

characterized by being at the convolution modules, 

subsampling modules, or the end of the detection head, where 

the Dropout layer has a smaller impact on the convolution 

layer. Therefore, adding Dropout before the convolution layer 

is a better MC-Dropout solution. The label quality trend 

aligns with the MAP score, and the spatial quality trend 

aligns with the PDQ score, indicating that label quality has a 

high correlation with the MAP indicator, while spatial quality 

has a better correlation with the PDQ evaluation indicator.  

 Fig. 6 illustrates the sensitivity analysis results concerning 

Dropout probability and the number of Dropout layers. Each 

plot contains three curves corresponding to different numbers 

of Dropout layers 𝑛: when 𝑛 = 1, a Dropout layer is added 

after the first detection head's C3 module; when 𝑛 = 2 , 

Dropout layers are added after the first and second detection 

heads' C3 modules; when 𝑛 = 3, Dropout layers are added 

after the C3 modules of the three detection heads. The 

horizontal axis represents the Dropout probability, while the 

vertical axes of Fig. 6 (a), (b), (c), and (d) indicate the MAP, 

PDQ, 𝐴𝑣𝑔_𝑙𝑎𝑏𝑒𝑙, and 𝐴𝑣𝑔_𝑠𝑝𝑎𝑡𝑖𝑎𝑙 scores, respectively.  

From Fig. 5, it can be observed that the three PDQ curves 

exhibit a trend of initially increasing and then decreasing, 

with the peak of the curves gradually shifting forward as the 

number of Dropout layers increases. This is because there is a 

certain correlation between the number of Dropout layers and 

Dropout probability; increasing either can enhance 

randomness. The three curves for the spatial quality indicator 

do not follow a similar trend. This is because an excessive 

number of Dropout layers and a large Dropout probability 

will cause irreversible damage to detection quality, and thus, 

a  

higher number of Dropout layers should not be paired with an 

excessively high Dropout probability. The MAP and label 

quality curves share the same trend: as the Dropout rate and 

the number of Dropout layers increase, the quality gradually 

decreases. This is because a high level of randomness can 

cause a certain degree of disruption to the features extracted 

by the neural network.  

Fig. 5 and Fig. 7 represent sensitivity analyses conducted on 

the BDD100K dataset, with experimental settings identical 

to those used for the MS COCO dataset, except for the 

change in dataset. This was done to verify that the above 

conclusions are not unique to the MS COCO dataset. 

From the figures, it is evident that the characteristics 

exhibited are similar to those of the MS COCO dataset 

B. M-YOLOv5 CORNER CASE TEST

This paper employs the M-YOLOv5 model to test some edge-

case scenarios within the MS COCO dataset, finding that in 

comparison to regular conditions, our model can offer higher 

spatial uncertainty in object detection within these scenarios. 

We conducted a total of twenty test groups, and the tests 

indicate that the uncertainty quality of the M-YOLOv5 model 

is higher. We chose a test set including extreme weather, 

natural disasters, abnormal lighting, with the results shown in 

Fig. 11. It can be observed that in these edge-case scenarios, 

the predictive confidence of the M-YOLOv5 model is 

relatively low, indicating that the detection results are 

unreliable, and necessitating corresponding behavior from the 

decision-making layer to ensure the safety of autonomous 

vehicle operation. Compared to object detection models 

without uncertainty estimation, probabilistic object detection 

models, in these cases, allow the decision system to recognize 

the insufficiency of the reliability in the perception system's 

output. This understanding enables the implementation of 

conservative safety measures to avoid collisions.  

Identify applicable funding agency here. If none, delete 

this text box. 
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As shown in Fig. 11, we visualized the model detection 

results of BayesOD, Pre-NMS Ensemble and Post-NMS  

Ensemble. To facilitate the comparison of these 

visualizations, we standardized the format of various 

algorithms to match our own, selecting the outcomes derived 

from their models accordingly. The images reveal that the M-

YOLOv5 algorithm possesses superior quality of uncertainty 

in adverse weather conditions and with abnormal traffic 

participants. For instance, in each algorithm's second image, 

the vision is extremely blurred due to heavy rain, leading to 

M-YOLOv5's uncertainty regarding the detected object's

location, whereas the Pre-NMS Ensemble algorithm is very

confident in its detection result. Similarly, in the fourth

image, M-YOLOv5 remains uncertain about its detection

outcome, while PostNMS Ensemble is highly confident in its

result. Overconfidence in detection results under extreme

conditions can pose a threat to the safety of autonomous

driving.

C. III.CONCLUSION AND FUTURE DIRECTIONS

This research systematically introduces the M-YOLOv5

model, an extension of the YOLOv5 object detection

algorithm with uncertainty modeling using the MC-Drop

method. Sensitivity analysis of hyperparameters that

significantly impact MC-Drop was conducted, shedding light

on the intricate relationship between the Dropout layers and

detection quality. Recognizing the limitations of the MAP

evaluation metric, the study also incorporates PDQ, offering a

morecomprehensive evaluation system. Performance

comparisons with leading probabilistic object detection

models highlight the superiority of the M-YOLOv5

algorithm. The research represents a significant step in

advancing probabilistic object detection, delivering both

enhanced performance and valuable insights into modeling

uncertainty, demonstrating the advantages of the M-YOLOv5

model for applications demanding reliability and efficiency,

such as autonomous driving.

However, there is still significant room for improvement in

the detection speed, detection progress, and uncertainty

prediction quality of the M-YOLOv5 method. In the future,

we plan to continue optimizing the operation mechanism of

MC-drop to reduce the prediction time of the probabilistic

object detection model. In addition, current probabilistic

object detection algorithms can only model the uncertainty of

detection results as a whole, without being able to ascertain

the extent to which different sources of noise contribute to

this uncertainty. For instance, M-YOLOv5 can detect the

combined impact of weather conditions, sensor accuracy, and

data annotation on the uncertainty of detection results, but it

cannot determine which of these factors has the most

significant impact. Moving forward, we will explore how to 

decompose and quantify the individual contributions of 

different sources of uncertainty, which will aid in improving 

the detector's performance and enhancing the interpretability 

of detection results.  
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