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ABSTRACT: 

Micro array technology has been increasingly used in medical studies such as cancer research. This 

technology makes it possible to measure the expression levels of thousands of genes simultaneously 

under a variety of conditions. Gene expression micro array data has proved an opportunity to 

measure the expression levels of thousands of genes simultaneously and this kind of high 

throughput data has a wide application in bio informatics research .Differential gene expression 

detection and classification of biological samples by micro arrays is a topic of interest in recent 

studies .In micro array studies the number of samples (n) is relatively small compared to the number 

of genes (p) per sample. Most classification procedures are more efficient when the sample size is 

large (greater than p).Several methods like non-parametric approaches have been developed sa far 

for condensing (shrinking) huge data sets. The SAM statistics proposed by Tusher et al and the 

nearest shrunken centroid proposed by Tibshirani et al are an ad hoc shrinkage methods. Recently 

Baolin Wu has proposed a new method using L1 penalized linear regression model that is the t/F  

statistics for two class microarray data. In this paper we discuss a method for classification of micro 

array data into three classes, with an application to public micro array data. 

Introduction 

Data mining technique is a powerful tool in micro array analysis. It is applied in detecting the 

molecular variation in cancer data analysis. It helps in classification and detection of differentially 

expressed genes or in other words the genes which are more significant. In. micro array data the 

number of samples (n) is relatively small compared to the number of genes’p’(infinitely large). Micro 

array technology helps in monitoring the expression level of thousands of genes simultaneously. 

There are various methods in literature to study the estimation of the parameters in linear models. 

The general linear model 𝑦 = 𝑥𝛽 + 𝜀      (1) 

Where yi are the repressors, xij are the observations of the ith sample. The estimate of 𝛽  is obtained 

by the ordinary least squares. With huge data sets we have large number of predictors; data 

interpretation in such situations becomes difficult. Hence we go for selecting a subset of the 
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predictor variables which exhibits a strongest effect. Subset selection leads to shrinkage of the 

parameters. There are different methods available for shrinkage of parameter-Ridge regression. 

LASSO regression (Tibshirani 1996). Wu proposed a new method using penalized linear regression 

model that is the t/F statistics for two class micro array data.As an extension to this we have 

proposed a model for three class micro array data with t/F statistics. 

METHEDOLOGY 

In our work we have derived the PLR for K=3 with an application to a micro array data. 

Methodology 

 Let us consider a three class micro array data where the expression levels of ‘p’ genes are 

measured from n1 samples of the first group, n2 samples of the second group and n3 samples of the 

third group.We have taken the log intensity ratios of test sample to normal from a publicly available 

micro array data. The class indicators are defined as 

𝑥𝑖𝑗 =  
1            𝑖𝑓 𝑗 𝑖𝑠 𝑓𝑟𝑜𝑚 𝑐𝑙𝑎𝑠𝑠 𝑘

         0             𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒                             
       (1) 

                                      𝑥𝑖𝑘
𝑛
𝑗=1 = 𝑛𝑘  ,      𝑘 = 1,2,3      𝑥𝑘𝑗 = 13

1  

The basic idea in differential gene expression detection is to compare the expression levels across 

the different classes.This can be done using the general linear model: 

𝑦𝑖𝑗 − 𝑦 𝑖 =  𝛽𝑖𝑘𝑥𝑘𝑗 + 𝜖𝑖𝑗 ,

3

1

     𝑗 = 1,2,…    𝑛, 𝑦 𝑖 =
 𝑥𝑘𝑗

3
𝑘=1

𝑛
      (2)  

Where the response vector has  been centered and the intercept is not included in the model. 𝛽𝑖𝑘  is 

interpreted as the difference between the mean of expression values across the classes 𝑦 𝑖  and mean 

expression of class ‘k’. To test 𝐻0:𝛽𝑖1 = 𝛽𝑖2 = ⋯   =  𝛽𝑖𝑘  ,the F-statistics obtained by (Kutner et al 

,2004) is 

𝐹𝑖 =
 𝑛𝑘 𝑦 𝑖𝑘 − 𝑦 𝑖 

2/ 𝐾 − 1 𝐾
𝑘=1

  𝑦𝑖𝑗 −  𝑥𝑖𝑗𝑦 𝑘𝑗
𝐾
𝑘=1  

2
/(𝑛 − 𝐾)

             (3) 

 

The L1 Penalized linear regression model for three class micro array data is given by. 
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𝑦𝑖𝑗 = 𝛽0 +  𝛽𝑖𝑘𝑥𝑘𝑗

2

𝑘=1

+∈𝑖𝑗 +  𝜆𝑘  𝛽𝑖𝑘  

2

𝑘=1

       𝑗 = 1,2… .𝑛, 𝑖 = 1,2,… .𝑝    (4) 

Minimizing the error sum of squares we get, 

 ∈𝑖𝑗
2 = 𝑄𝑚𝑖𝑛 =  {𝑦𝑖𝑗−𝛽0 − 𝛽𝑖𝑘𝑥𝑘𝑗

2

𝑘=1

}2    

𝑛

𝑗=1

+  𝜆𝑘  𝛽𝑖𝑘  

2

𝑘=1

       𝑗 = 1,2… .𝑛,     𝑖

= 1,2,… .𝑝                         (5) 

Where  𝜆𝑘  𝛽𝑖𝑘  
2
𝑘=1  is the penalty parameter based on the estimate of 𝛽𝑖 ’s.The least square 

estimate of 𝛽0 is given as 𝛽0 = 𝑦𝑖   .     𝛽𝑖
′𝑠 are obtained as solution to the equation, 

𝑄 =   (𝛽𝑖𝑗 𝑦𝑘𝑗 )2

2

𝑘=1

𝑛

𝑗=1

− 2𝑛𝑘  (𝑦 𝑖𝑘 − 𝑦 𝑖)𝛽𝑖𝑘 +  𝜆𝑘  𝛽𝑖𝑘  

2

𝑘=1

 +  (𝑦𝑖𝑗 − 𝑦𝑖)    2    (6) 

𝜕𝑄

𝜕𝛽1
= 2𝑛1𝛽𝑖1 − 2𝑛1 𝑦𝑖1    − 𝑦𝑖  = 0           (7) 

                                               
𝜕𝑄

𝜕𝛽2
= 2𝑛2𝛽𝑖2 − 2𝑛2 𝑦𝑖2    − 𝑦𝑖  = 0           (8)  

                                                     𝛽𝑖1 =  𝑦𝑖1    − 𝑦𝑖              

                                                     𝛽𝑖2 =  𝑦𝑖2    − 𝑦𝑖              

                                                𝑆𝑆𝑇𝑂 =  (𝑦𝑖𝑗 − 𝑦𝑖)    2           (9) 

                                                           = (𝑛 − 𝑘)𝑠𝑖
2 +  𝑛𝑘𝑘 (𝑦𝑖𝑘 − 𝑦𝑖)    2 

𝑤𝑒𝑟𝑒, 𝑠𝑖
2 =

1

𝑛 − 𝑘
  (𝑦𝑖𝑗 − 𝑦𝑖)    2

𝑛

𝑗=1

2

𝑘=1

 

𝑆𝑆𝐸 =  (𝑦𝑖𝑗 − 𝑦 −  (𝛽𝑖𝑗𝑦𝑘𝑗

𝐾

𝑘=1

)2          (10) 

 𝑛 − 𝑘 𝑠𝑖
2 +  𝑛𝑘   𝑦 𝑖𝑘−𝑦 𝑖 −   𝑦 𝑖𝑘−𝑦 𝑖 −

𝜆𝑘
2𝑛𝑘

 
+

 

2

         (11)

𝐾

𝑘=1

 

The test statistic to test H0:𝐻𝑜 :𝛽𝑜 = 𝛽𝑖1 = 𝛽𝑖2 is given by 

                                           𝐹𝑖
∗ =

𝑆𝑆𝑇𝑂−𝑆𝑆𝐸

𝑆𝑆𝐸/(𝑛−3)
,                 (12)   
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 𝑆𝑆𝑇𝑂 − 𝑆𝑆𝐸 

𝑆𝑆𝐸
=

 𝑛𝑘   𝑦 𝑖𝑘−𝑦 𝑖 
2 −   𝑦 𝑖𝑘−𝑦 𝑖  −   𝑦 𝑖𝑘−𝑦 𝑖  −

𝜆𝑘
2𝑛𝑘

 
+

  
2

𝐾
𝑘=1

 𝑛 − 𝑘 𝑠𝑖
2 +  𝑛𝑘   𝑦 𝑖𝑘−𝑦 𝑖 −   𝑦 𝑖𝑘−𝑦 𝑖 −

𝜆𝑘
2𝑛𝑘

 
+
 

2
𝐾
𝑘=1

      (13) 

 

=

 
 
 

 
  𝑛𝑘  𝑦 𝑖𝑘−𝑦 𝑖 

2− 
𝜆𝑘

2𝑛𝑘
 

2

 𝐾
𝑘=1

 𝑛−𝐾 𝑠𝑖
2+ 𝑛𝑘

𝐾
𝑘=1  

𝜆𝑘
2𝑛𝑘

 
2

0                           𝑖𝑓  𝑦 𝑖𝑘−𝑦 𝑖 <
𝜆𝑘

2𝑛𝑘
    

           𝑖𝑓  𝑦 𝑖𝑘−𝑦 𝑖  >
𝜆𝑘

2𝑛𝑘
                        (14) 

 

=

 𝑛𝑘   𝑦 𝑖𝑘−𝑦 𝑖 
2 −  

𝜆𝑘
2𝑛𝑘

 
2

 
+

𝐾
𝑘=1

 𝑛 − 𝐾 𝑠𝑖
2 +  𝑛𝑘

𝐾
𝑘=1  

𝜆𝑘
2𝑛𝑘

 
2                                             (15) 

𝑠𝑖
2 =

1

𝑛 − 𝐾
  (𝑦𝑖𝑗 − 𝑦𝑖 )2

𝑗 :𝑦𝑘𝑗

𝐾

𝑘=1

 

𝑠𝑖
2 is the pooled estimate for gene ‘i’ 

In the nearest shrunken PAM(Tibshirani et al( 2002,2003) the following ad hoc soft shrunken t-

statistics and centroid are used. 

𝑑𝑖𝑘
/  ∆ =

1

𝑚𝑘𝑠𝑖
𝑠𝑖𝑔𝑛 𝑦 𝑖𝑘 − 𝑦 𝑖 ( 𝑦 𝑖𝑘 − 𝑦 𝑖  − 𝑚𝑘𝑠𝑖∆)+ 

𝑦 𝑖𝑘
/  ∆ = 𝑦 𝑖 + 𝑠𝑖𝑔𝑛 𝑦 𝑖𝑘 − 𝑦 𝑖 ( 𝑦 𝑖𝑘 − 𝑦 𝑖  − 𝑚𝑘𝑠𝑖∆)+ 

Where ∆ is the shrinkage parameter, 𝑚𝑘 =  
1

𝑛𝑘
−

1

𝑛
       𝑚𝑘𝑠𝑖  equal to the estimated error of the 

mean difference. Therefore the shrunken centoid   𝑦 𝑖𝑘
/

  is equivalent to the predicted mean response 

and for the penalized linear model    λk = 2nkmksi∆. The sample mean with smaller sample size are 

shrunken more. 

Differential gene expression detection and Classification of samples. 

Gene expression detection are based on thresh holding. In this method a value is assigned to each 

gene. The commonly used score are the p-values and some variants of t/F statistics. We choose a cut 

off value t0, the genes whose scores are greater than t0, are considered to be differentially 

expressed. In large scale genomics False Discovery rate(FDR) is adopted (Benjamin and 

Hochberg,1995) to assess the significance of the set of genes.FDR is the expected proportion of false 

positives and used as a guidance for choosing the cut-off value t0. 

2732

International Journal of Engineering Research & Technology (IJERT)

ISSN: 2278-0181

www.ijert.org

Vol. 2 Issue 6, June - 2013

IJ
E
R
T

IJ
E
R
T

IJERTV2IS60657



Selection of Penalty parameter (λ). 

An optimal value of the parameter (λ), is chosen in such a way it minimizes the t-statistics and si 

(Baolin Wu 2005).In PAM method the tuning parameter (∆) is chosen to shrink the genes with 𝑑𝑖𝑘
/  ∆  

to build the classifier using the ordinary sample classification method selects 𝜆𝑘  and differentially 

expressed genes using FDR simultaneously such that those genes with Fi > 0 are considered to be 

significant. 

MA-PLOTS 

Dudoit et al (2000) and Yang et al (2002) propose a plot of the log intensity ratio 

𝑀 = log 
𝑤 𝑅 

𝑤 𝐺 
 = 𝑙𝑜𝑔𝑤(𝑅) − 𝑙𝑜𝑔𝑤(𝐺) 

Against the average intensity; 

𝐴 = 𝑙𝑜𝑔 𝑤(𝑅)𝑤(𝐺) =
1

2
(𝑙𝑜𝑔𝑤 𝑅 + 𝑙𝑜𝑔𝑤 𝐺 ) 

MA plot is defined as a plot of M versus A. Difference M gives the difference of the log intensities 

and A represents the average log – intensity for the two cases (tumour and normal).MA Plot allows 

one to visualize whether the entire distribution of M values are centered with zero mean and that 

the mean is not influenced by intensity (A). By highlighting the control substances one can see 

whether controls represent a range of intensities and whether they can provide intensity – 

dependent corrections. 

Application to micro array data: 

Data studied was obtained from NCBI GENE OMNIBUS .The log intensities of 12607 genes in breast 

cancer data set. Data filtering is carried out by stem and leaf plot method. The data is from two 

series consisting of ten samples classified into three group.( Group-I Control Group of four samples 

Group-II treatment of  four samples and group –III normal tissue two samples). By applying the stem 

and leaf plot we obtained 103 outliers accounting for the differentially expressed genes. 
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(i) Applying Penalized Linear Regression the F-values are computed .The penalty parameter assumes 

values between 27-32. The results of the analysis are given below.               

        

  [1]  1.56814690 -3.15181788 -3.12537721 -3.30829915  1.23199958 -2.54760547 
  [7] -1.83679637 -3.15144714 -2.35344712 -2.83162248 -3.37116858 -2.67160210 
 [13] -3.23557261 -2.17760413 -3.30248209 -2.77773665 -3.13812775 -2.89492102 
 [19] -2.82177235 -3.19007863 -3.30873299 -3.27180888 -2.25346074  0.04683591 
 [25] -2.41863696 -3.22456195 -2.81525033 -3.24441516 -3.14731081 -3.30871023 
 [31] -2.66142173 -3.35663912 -3.27932763 -3.08248367 -0.77087633 -3.12266861 
 [37] -2.68687711 -2.78975337 -3.14221818 -3.22194199 -3.35056587 -2.60821314 
 [43] -3.33134745 -3.13146780 -3.32753214 -2.96624432 -3.33831794 -3.36679320 
 [49]  0.16841686 -2.97756091 -2.49976455 -3.26887157 -3.28949430 -3.04602559 
 [55] -2.98803676 -1.92307855 -3.15406814 -3.12648960 -3.23488637 -3.22540094 
 [61] -3.34295942 -3.25357299 -3.33428391 -2.72423383 -2.81634027 -2.48664388 
 [67] -3.32415053  0.49152694 -0.96130543 -3.24241339 -2.19523225 -3.38982990 
 [73] -3.24521517 -2.71273605 -0.36754717 -3.02913044 -3.36342970 -3.33855240 
 [79] -3.28254737 -3.01205472 -3.27439553 -3.16781854 -3.38345432  0.70096562 
 [85] -3.19632021 -3.27914049 -2.54490030 -3.29395519 -3.20748979 -2.96967295 
 [91] -2.46364049 -2.79440363 -3.30057738 -3.27718930 -3.16562490 -3.27977569 
 [97] -3.10082103 -1.02502409 -3.17844400 -3.32851266 -2.89882525 -3.29791417 
[103]  0.11060070 -0.73925021 
 

(ii) A moving average plot was constructed on the three groups the results of which are shown in the 

figures. One could see from the plots that in Group I and Group II  most of the genes are under 

expressed and less than five percent are differentially expressed which account for maximum 

variation, where as in the plot of  Group III the values cluster around the central value showing that 

the genes intensities come from normal tissues. 
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DISCUSSION. 

In this paper we have studied the identification of differentially expressed genes in a regression 

frame work using three class micro array data. Generally linear model fitting is done by the method 

of least squares. As the number of genes is enormously large compared to the sample size ordinary 

least squares fails as it may lead to over fitting of the data. Hence we go for the penalized L1 linear 

regression model for gene expression detection(Wu,2005) and the nearest shrunken centroid 

classification(Tibshirani et al 2002). 
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