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ABSTRACT 

 Removing rain streaks  from the video is the 

challenging task and has been researched broadly. 

But finding the exact problem in removing the rain 

streaks  in a single image is still unclear. In this 

paper for removing rain streaks  from a single image, 

MCA algorithm is used. It is based on the structural 

component, which is directly applied conventional 

image decomposition method. Using bilateral filter 

the image is decomposed into low frequency and high 

frequency. Using  MCA algorithm high frequency 

part is filtered into rain component and non rain 

component. The rain components from the image will 

be removed. Hence a clarity image will be given as 

output. 

Key words: rain streaks, structural, bilateral filter. 

1 INTRODUCTION 

Various  weather conditions such as rain, 

snow will cause difficult photographic special 

equipment of time-based fields with images or 

videos. Dynamic images are divided into rain and 

snow. The different parameteric  camera capturing a 

dynamics of rain and carnal based motion  shadow 

model characterizing the photometry of rain. This 

paper is among the first specifically addressed the 

problem of removing rain streaks in a single image. 

The rain streaks  removal  in a single image fall into 

image noise or image restoration. The exposure time 

and depth of field to smoothen the effect of rain 

without altering the background screen. The 

denoising and K-SVD dictionary  training algorithm 

is used to remove a noise in the image where the 

image quality is not clear. So Morphological 

component analysis (MCA) used to remove the rain 

streaks . Instead of applying a conventional image 

decompose technique MCA method initially 

smoothing the image using a bilateral filter and the 

split the image into low frequency and high 

frequency . The high frequency parts are decomposed 

into rain and nonrain based on patch extraction on the 

dictionary and sparse coding. A rain streaks is 

effectively removed from an image and produces a 

novel image. 

 Removing the Rain Streaks from The Video Using MCA Algorithm
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This paper is organized as follows: Section 2  

introduces  related works on removing rain streaks 

from our method. Our existing consist of section 3. 

Our proposed constructions are presented in sections 

4 ,5 and 6. Our experimental result in section 7. 

Finally section 8 concludes this paper. 

 

2 RELATED WORK 

The soft voting  algorithms [3, 7,6] have 

focused on the removal of rain streaks in video 

sequences, which are captured by static cameras. 

These algorithms detect and remove rain streaks by 

exploiting high temporal correlation between 

consecutive frames. They assume that rain streaks 

shift between consecutive frames and detect the rain 

streaks  regions by observing the temporal brightness 

change. Then, they restore rain-free pixels in each 

frame by taking the average pixel values of the 

previous frame and the following frame. Dynamic 

weather such as rain and snow, the different shapes 

and movements of the particles make the problem 

more complicated [8,20]. Due to the random 

distribution and complex performance of rain streaks, 

the classical image denoising  algorithms are not 

suitable for restoration of rain-affected image. 

Barnum et al. [1] Proposed an alternative approach 

based on the frequency analysis of rain streaks. 

Assuming that rain streaks in an entire video 

sequence have similar shapes and orientations, they 

detected the rain streaks by selecting repeatedly 

occurring frequency components through the video 

sequence. All these algorithms [1,4,6] can remove 

rain streaks effectively, but they require the temporal 

information in video sequences. Therefore, they are 

not applicable to still images. 

 

3 EXISTING SYSTEM 

Removal of rain streaks  has recently 

received much attention. Below approaches are all 

based on detecting and removing rain streaks in a 

video. The rain removal of an image may also fall 

into the category of the i) vision-based rain detection 

and removal ii) image noise removal. iii) Single –

image based rain removal. 

 

 

3.1 VISION-BASED RAIN DETECTION 

AND REMOVAL 

Without modifying the background exposure 

time and depth of the array can be softened. Origin 

characteristics of rain streaks for finding and deleting 

rain streaks from   videos . Later the model of a mono 

rain streaks in the image space was developed to 

detect the rain streaks. From this method to improve 

the accuracy of the image . The rain streaks in a 

image 1(a) to improve the accuracy of the image refer 

fig 1(b).  

 

Fig 1(a) input image          1(b) output image 

3.2 IMAGE NOISE REMOVAL 
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Denoising algorithm is used to remove the 

unstructured or structured noise from an image. 

Image denoising   approach  is  used  for  sparse  and  

redundant  representation  for dictionaries in order to 

get an effective and promising image. K-SVD 

dictionary training algorithm is used for finding the 

image signal in spares decomposition completed in a 

redundant dictionary. Using the K-SVD dictionary 

training algorithm  and  denoising  algorithm image 

can be corrupted by itself , on the other hand it can 

obtain high quality images. Decomposition algorithm 

is effectively used in Bayesian treatment. Dictionary 

based image denoising methods are not effectively 

implemented in removing rain streaks.  Noise image 

in fig 2(a) by using algorithm the image will be 

denoising refer fig 2(b). 

 

Fig 2(a)noise image      2(b) denoise image 

3.3 SINGLE–IMAGE BASED RAIN 

REMOVAL 

Using a video based approach to find the 

temporal correlation in consecutive frames. Due to 

different parameters in consumer cameras, video-

based approach is significantly degraded. Rain 

streaks in each frame are degrading the accuracy due 

to non stationary  background. So it is difficult to 

detect the neighborhood pixel. Appearance of rain 

streaks in single image get degraded by a gradient 

based process are time-varying gradient in a similar 

direction refer fig 3(b). SIFT/SURF images get 

matches the unreliable interesting point caused by 

rain streaks attain in fig 3(c). HOG based process is 

used to detect the accuracy of the rain streaks.  

                               

 

Fig 3(a) Input image ,3(b) gradient image, 

3(c)removed rain streaks. 

4 PROPOSED SYSTEM 

 To remove a rain streaks from a framework 

in a single image using the  morphological 

component analysis(MCA) algorithm, rain streaks get  

removed using  sparse coding and dictionary learning 

process. The sparse coding technique is identifying a 

small number of non zero’s or significant coefficient 

corresponding to an atom in a dictionary . A 

dictionary learning  from the training models from 

the HF part of the image are  removed itself it is 

divided into two sub dictionaries by acting HOG 

feature-based dictionary atom grouping.  By using 

bilateral filter the image can be decomposed   into 

high frequency and low frequency in a MCA method. 

Using dictionary learning and sparse coding  in a 

MCA algorithm to split rain component and nonrain 
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component  in HF path . In sparse coding to achieve 

MCA-based image decomposition, the geometric 

component is obtained in the HF part, then the  LF 

part achieve the rain streaks removed version of this 

image. Traditional MCA algorithms are all directly 

performed on an image in the pixel domain. A 

geometric detail of single frames has no temporal or 

motion information between successive. MCA based 

images are automatically decompose , easy to remove 

rain streaks.  No extra sample images are needed for 

dictionary learning   because it is fully automatic and 

self contained . To enrich the dictionary exemplar 

patches from a set of nontraining   images. 

4.1 IMAGE DECOMPOSITION USING A 

MCA 

 Utilize the morphological component 

analysis into a single atom. In an image G of M pixel 

is a position of  S layers, denoted by G =∑s=1 Is 

denotes the s
th

 component, such as geometry or 

textural component of  G. To decompose the image G 

into {Gs}s=1  the MCA algorithms iteratively 

minimize the energy function: 

 

 (*  +      *  +     )
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R

M
s denotes the sparse coefficents 

corresponding to Gs with the respect to the dictionary 

Ds  ,  
 
is a regulation parameter, and Es  is the energy 

to the type Ds. 

 

 To decompose an image into geometric and textural 

component fig 4 . In geometric function have wavelet 

and cobalt been used,  where the wavelet for global 

discrete cosine transformation and curvelet for local 

discrete cosine transformation as a dictionary for 

representing a textual component of  an image. In the 

local dictionary represents the sparse coefficient of 

patches extracted from an image. DCT for dictionary 

represent the textural component of the image. 

Dictionary selection and related parameter setting 

have different kinds of image decomposition. Global 

DCT and local DCT component are represented 

sparsely independent. 

                                 

 

Fig 4(i) Structure image,    4(ii)Texture image 

4.2 SPARSE CODING AND DICTIONARY 

LEARNING 

Sparse coding are based on the linear 

generative model. In this model, the symbols are 

combined in a linear fashion to approximate the 

input. To construct a dictionary D containing the 

local structure of textures for sparsely represent each 

patch extracted from the textural component of the 

image. A set of available training exemplars (similar 

patches extracted from the component)  Xi € с i=1, 

2,… up,  to decompose the learning dictionary D 
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specifying  Xi  by solving the following optimization 

problem: 

D€с,α€Ɽ
KXn    

 
 (

 

  
‖      ‖  

 
         )    

Where αdenotes the sparse coefficient of Xi with 

respect to D and λ is a regularization parameter . In 

an online dictionary learning algorithm where the 

sparse coding is usually achieved via orthogonal 

matching pursuit (OMP) . Finally image 

decomposition is obtained by the MAC algorithm. 

 The sparse coding technique is identifying a 

small number of non zero’s or significant coefficient 

corresponding to an atom in a dictionary. Using a 

MAC algorithm to remove a rain streaks in a 

framework using two local dictionaries for training 

patches extracted from rain image. Without using a 

rain component easily decomposed a rain image into 

rain component and geometric component. The 

reasons are i) in a rain image no assume a portion of 

rain component and geometric component in a global 

dictionary. ii ) in a rain image geometric component 

is mixed with rain streaks, so its segmented into local 

patches to extract the rain patches  that mainly 

contain self learning of rain atom. iii) Local region 

images are exhibited different characteristic , local 

patches based dictionary learning rain atom are 

compared to global  dictionary. Fig 5(a) indicate the 

sparse coding 5(b) indicate the dictionary learing.  

 

  Fig5(a)sparsecoding 

              

 

Fig 5(b) dictionary learning  

4.3 RAIN  STREAKS  REMOVAL 

FRAMEWORK 

The rain streak removal framework is 

formulated to remove a rain streaks in the 

decomposed image from a single image. Bilateral 

filter is used to decomposed input image into LF and 

HF. In a LF part information can be obtained where 

as in HF part edges/texture information may include 

in the image. In a dictionary training exemplar patch 

extracted from HF part of the image to perform the 

HOG feature based dictionary atom clustering. 

5 BILATERAL FILTER 

 A bilateral filter is non-linear, edge-

preserving and noise-reducing smoothing filter. The 

smoothen image refer fig 6(ii)b. To calculate the 

intensity value of the every pixel in an image 

swapped a weight value from neighboring pixels. So 

weights are based on a Gaussian distribution. The 

weights not only depend on Euclidean distance of 

pixels, but also the radiometric differences. Average 
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nearby  pixel is used to replace the pixel value. The 

sharp edges are equally encompassing through each 

pixel and weights to neighboring pixel. 

The bilateral filter is defined as: 

( )  ∑  (  )  (‖ (  )   ( )‖)  (‖  

    

  ‖) 

Where as  is the filtered image ,  is the 

original input image to be filtered ,  are the matches 

of the existing pixel to be filtered ,  is the window 

centered in . These functions are Gaussian function: 

 is for smoothing the differences in intensities, 

 is the spatial core for smoothing changes in 

coordinates.                              

 

Fig 6(i) working of bilateral filter                            

 

Fig 6(ii).b.smoothern image a.input image 

6 HISTOGRAM OF ORIENTED 

GRADIENT 

Distribution of intensity gradient or edge 

directions are used to find the  local object 

occurrence and  shape within the image. To achieve 

by dividing the image into small joined regions, 

called cells, and for each cell collecting a histogram 

of gradient directions  for the pixels within the cell. 

To improve the accuracy calculate the intensity to a 

large region of the image in the contract-normalized 

of local histogram called a tablet, such  value are 

standardized to  all cells within the tablet. This 

standardization result is  at variance to changes in 

brightness or stakeout. The HOG descriptor operates 

on local cells, the method maintains an invariant to 

regular and photometric changes, except for entity 

direction. These changes appear only in higher spatial 

states fig 7.                                                   

 

Fig 7. Histogram Oriented Gradient 

7 EXPERIMENTAL RESULT 

The rain streaks removal is based on sparse 

coding and dictionary learning using MCA algorithm, 

the result is shown in step by step process (a) is the 

original image (b) rain streaks removed image (c) and 
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(d) are based on proposed algorithm (e) rain removed 

version refer fig 8. 

 

Fig 8 (a) original image (b) rain streaks removed 

image (c) and (d) are based on proposed algorithm 

(e) rain removed version 

8 CONCLUSION AND FUTURE WORK 

Using MCA algorithm the rain streaks are removed 

from single image. With the help of sparse  coding 

and dictionary learning algorithm the MCA based 

image is decomposed. The dictionary learning 

method is fully automatic and self contained in which 

no extra training samples are required. To further 

enhance the performance of rain removal, an 

extended dictionary of non rain atoms learned from 

non rain training image is introduced. The 

experimental result shows that the MCA method 

achieves comparable performance when compared  

with state-of-the-art video-based rain removal 

algorithms without using temporal or motion 

information for rain streak detection and filtering 

among successive frames. As a future work the visual 

quality can be enhanced by enhancing the sparse 

coding, dictionary learning and dictionary 

partitioning process. 
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