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Abstract  
 

Many location based routing protocols have been 

developed for ad hoc networks. This paper presents the 

overview of Location-Aided Routing (LAR) protocol, 

Adaptive Cell Relay (ACR) Routing protocol and 

Distance Routing Effect Algorithm for Mobility 

(DREAM). LAR protocol makes use of location 

information obtained through global positioning system 

to reduce the routing area used for flooding route 

request packets. ACR protocol optimizes LAR protocol 

by dividing the routing area (a rectangular region in 

LAR) into multiple cells. Route request packet is then 

flooded to only a serial of small cells as opposed to a 

rectangular region in case of LAR which further 

reduces the routing overhead. ACR protocol also uses 

two routing strategies to handle the node density 

change in the network. DREAM is a proactive routing 

protocol that uses geographic location and speed 

information of mobile nodes for routing data packets.  

 

 

1. Introduction  
A Mobile ad hoc network (MANET) contains 

wireless mobile nodes that communicate with each 

other over a wireless medium without any existing or 

fixed infrastructure. Setting up of fixed access points 

and backbone infrastructure is not always viable. For 

instance, infrastructure may not be present in a disaster 

area or war zone. Routes between two nodes in a 

MANET may contain multiple hops through other 

nodes in the network. In MANET, each mobile node 

operates as a host as well as a router and forwards 

packets to other mobile nodes in the network that may 

or may not be within direct transmission range of each 

other. Nodes in MANET can move in all possible 

directions in an arbitrary fashion. Such node mobility 

causes rapid topology change which results into 

frequent route failures. 

That’s why many routing protocols have been 

proposed for MANETs with the objective to increase 

the efficiency of routing. Examples include Ad hoc On-

demand Distance Vector (AODV) [5], Dynamic Source 

Routing (DSR) [4], LAR [2], DREAM) [3], ACR [1], 

Highly Dynamic Destination-Sequenced Distance-

Vector Routing (DSDV) [13], Zone Routing Protocol 

(ZRP) [14], Optimized Link State Routing Protocol 

(OLSR) [15], Fisheye State Routing (FSR) [16], 

Greedy Perimeter Stateless Routing (GPSR) [17], 

Temporally Ordered Routing Algorithm (TORA) [18]. 

Out of these protocols LAR, DREAM & ACR use 

location information obtained from global positioning 

system (GPS). LAR uses only one routing strategy to 

flood the route request packets. On the other hand, 

ACR uses two routing strategies to flood the route 

request packets, one for sparse network and the other 

for dense network. DREAM uses only one routing 

strategy to flood the data packets. 

The routing protocols for MANETs are reviewed 

based on different characteristics such as type of 

routing, network metrics, topology etc. [8, 9, 12]. Some 

authors have performed analysis and comparison 

between different routing protocols using various 

network simulators [7, 10, 11]. In this paper, we have 

surveyed major location based routing protocols for 

MANETs. 

 

2. Routing in MANET 
The routing protocols used in MANETs are different 

from routing protocols of wired networks. The reasons 

are as follows: 
- Frequent route updates. 

- Mobility of nodes. 

- Limited transmission range. 

The performance criteria of nodes in MANETs are 

different than that of wired networks [6]. Some of the 

performance metrics of MANET routing protocols are 

as follows: 

- Energy consumption. 

- Bandwidth consumption. 

- Route Stability. 

Routing protocols in MANETs are mainly classified 

into proactive routing protocols and reactive routing 

protocols. 
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2.1 Proactive protocols 
In proactive routing protocols, nodes maintain routes 

continuously. These protocols use periodic updates to 

maintain routes between every host pair in the 

MANET. Thus, they have high routing overhead. Each 

node consumes significant bandwidth to keep routes to 

other nodes up-to-date. But, there is little or no delay to 

determine route to destination since routes are always 

maintained up-to-date. DREAM belongs to the class of 

proactive routing protocols. 

 
2.2 Reactive protocols 

Reactive routing protocols are based on finding 

routes between two nodes, when source node wants to 

send message to destination node. So, route discovery 

procedure is used to set up route on demand. Since 

routes are determined on demand, they have low 

routing overhead and bandwidth consumption is less. 

But, there is significant delay in determining route to 

destination. LAR and ACR belong to the class of 

reactive routing protocols. 

 

3. LAR protocol  
LAR is an on-demand source routing protocol. In 

LAR, a node can obtain its location information using 

GPS.  

Flooding is a mechanism for reactive routing 

protocol. Whenever a node wants to send data to 

another node in the MANET, then it has to find out the 

route to destination node. So source node floods a route 

request message to all its neighboring nodes. Route 

request message contains fields like source identifier, 

destination identifier, session id etc. When a node 

receives a route request message, it checks whether it’s 

intended for itself. If answer is yes, then it forwards the 

route reply message to the source node otherwise it 

adds its identifier into the route request message and 

flood it to its neighboring nodes only once. If it had 

already flooded such route request message, then it 

simply discards the new message.  

In LAR, it is assumed that each node initially 

broadcast its location information to the other nodes in 

the network and it can broadcast the updated location 

information periodically. Route discovery is initiated 

when existing route to destination is broken or route to 

destination is unknown. So when a node wants to 

obtain the route to another node in the network, it uses 

the most recent location information about the 

destination node which may have become quite old by 

the time it wants to send data. Let, (XD, YD) be the 

location of destination node D at time t0, Vavg be the 

average speed with which D is moving and t1 be the 

time at which source node S wants to find out route to 

destination D. Therefore source node S can now 

determine an expected zone for destination which is a 

circular region of radius R = Vavg * (t1-t0) centered at 

(XD, YD). Expected zone is expected to hold the current 

location of the destination. 

Source node S defines a request zone which is a 

rectangular region that contains the expected zone and 

location of the sender node. The location coordinates of 

request zone are included in the route request packet. A 

node forwards a route request if and only if it belongs 

to the request zone. This helps in reducing the routing 

overhead as compared to flooding. If a neighbor of S 

determines it is within the request zone, it forwards the 

route request packet further. A node can determine 

whether it lies within the request zone by comparing 

the location coordinates of request zone and its own 

location coordinates obtained using GPS. 

  

 
Figure 1. Source node outside expected zone 

 

When source node is outside the expected zone, 

request zone is defined as S in one corner, (XS, YS) and 

the expected zone containing D in the other corner as 

shown in figure. 1. When source node is within the 

expected zone, request zone is defined as shown in 

figure. 2. 

 

 
Figure 2. Source node inside expected zone 
 

When the destination node D receives the route 

request message, it sends a route reply message back to 

the source using the path obtained by reversing the path 

recorded in the route reply message. Node D includes 
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its current location and average speed within the route 

reply message.  

 

4. ACR routing protocol  
In case of LAR, the request zone is large and can 

lead to large routing overhead. Under the ACR 

protocol, the entire routing area is divided into squares 

of the same size called cells. Route request packet is 

flooded to only a sequence of cells as compared to that 

of a rectangular region in LAR. So it reduces routing 

overhead to a large extent. 

ACR also uses location information. There are 3 

components of ACR routing protocol. 

 a) Cell Relay (CR) routing for dense networks. 

 b) Large Cell (LC) routing for sparse networks. 

 c) Adaptive scheme that monitors node density 

changes and selects either CR or LC routing, based on 

the current node density in the network. 

 
4.1 CR routing for dense networks 

Whenever source node wants to find route to 

destination node, a line is drawn joining the cell 

containing source node and the cell containing 

destination node. The sequence of cells is recorded. 

The cells in the expected zone of destination node are 

also included in the list of cells. Now, route request 

(RR) packet is flooded by source node to neighboring 

cell. Only nodes in that cell will process this packet and 

other nodes will discard that packet. Also only the node 

with highest remaining energy and less random back-

off time succeeds first in flooding the RR packet to 

nodes in next cell. If a node in that cell hears the 

flooding of RR packet to next cell by some other node 

in same cell, then it will not forward the RR packet. 

This reduces routing overhead to a large extent. 

This procedure is repeated till RR packet reaches to 

destination node. On receiving the RR packet, 

destination node sends a route reply (RP) packet back 

to source node along the reverse route recorded in RR 

packet. When the source node receives the RP packet, it 

obtains the route to destination node and can now send 

data packets to destination node as depicted in figure. 3 

where R denotes node transmission range and a denotes 

side length of cell. 

 

 
Figure 3. CR routing in ACR protocol 

4.2 LC routing for sparse networks 
It is essential to first guarantee the delivery of data 

packets in a sparse network. For this purpose, routing 

area is divided into multiple LCs such that each LC 

may contain at least one node. Same procedure as 

described in case of CR routing is followed except that 

in LC routing all nodes in the cell participate in 

flooding and they flood the RR packet to nodes in the 

same cell as well as the next cell. This is because some 

node in next LC may not be reachable directly by any 

node in current LC. Whereas in CR routing, a node in 

next cell is directly reachable by any node in current 

cell since network is dense and size of cell is less. 

 
4.3 Adaptive scheme for monitoring node 

density and changing routing strategy 
Node density is defined as the total number of nodes 

currently present in the network divided by the routing 

area. Node density in the network changes when the 

number of active nodes in routing area changes and/or 

size of the routing area changes. A node is selected as 

the adaptive head (AH) that detects node density 

change in the network. Initially AH broadcasts its 

location to all other nodes in the network. When node 

density in the network changes, a density change 

message is sent to the AH and accordingly AH 

modifies the node density.  

There are two initially defined thresholds for node 

density, D1 and D2, where D1 > D2. When the node 

density is greater than D1, AH switches the routing 

strategy from LC to CR and when the node density is 

less than D2, AH switches the routing strategy from CR 

to LC. New route discovery after this time instant will 

use the new routing strategy and all nodes in the 

network are notified about this change in routing 

strategy by AH via flooding of a strategy change 

message. 

 

5. DREAM protocol 
In DREAM protocol, geographic location 

information is used to limit the flooding of data packets 

to a small region. DREAM is a proactive routing 

protocol. So, there is no route discovery procedure and 

no routing of route request packets in DREAM. It 

exploits location and mobility rate information of nodes 

for routing of data packets. In DREAM, each node 

records location information in a routing table. The 

routing table of a node contains location information of 

all other nodes in the network. 

When a source node wants to send a data packet, 

firstly it checks its routing table and obtains the 

location information of the destination node. Then, the 

source node forwards the data packet to a neighbor in 

the direction towards the destination. So, location 

information should be properly disseminated 

throughout the whole network. To do that, every 
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mobile node sends control message containing its 

location co-ordinates. The frequency of location 

information dissemination is determined by distance 

effect and mobility rate.  

Considering distance effect, nodes that are far apart 

need to disseminate their location information less 

frequently than nodes that are closer together. To 

achieve this, an age is associated with each control 

message which tells how far from the sender that 

message travels. Considering mobility rate, node needs 

to communicate its location frequently if it is moving at 

a faster rate. Thus, the rate of control message 

generation can be optimized as per the mobility rate of 

each node. Distance effect limits the transmission range 

of the control message because when age expires, 

message is discarded. 

 

6. Comparison of LAR, ACR and DREAM  
Location based routing protocols use location and 

node mobility information to perform the routing 

decisions. Their objective is to perform more efficient 

route discovery and limit the flooding of route request 

packets to reduce the routing overhead. Both LAR and 

ACR are reactive routing protocols whereas DREAM is 

a proactive routing protocol. LAR and ACR use 

location information for route discovery whereas 

DREAM uses location information for data delivery. 

In DREAM, there is little or no delay to determine 

route to destination as routes are maintained up-to-date. 

In contrast, LAR and ACR both have significant delay 

to determine route to destination as route is set up on 

demand using route discovery procedure. Thus, there is 

a trade-off depending on the traffic and mobility pattern 

in the MANET. 

 

Table 1. Comparison of location based routing 
protocols in MANET 

 LAR ACR DREAM 

Type of 

routing 

Reactive Reactive Proactive 

Routing 

overhead 

Medium Low Medium 

Scalability Bad Good Bad 

Loop free Yes Yes Yes 

Energy 

consumption 

Medium Low Medium 

 

7. Conclusions 
Although the flooding is constrained in both LAR 

and ACR by using location information, LAR is not 

suitable for large-scale ad hoc networks. In contrast to 

LAR, ACR uses node density measure to adapt to 

changing node density in the network. In ACR as two 

different routing strategies are used to handle the node 

density change, so it is scalable. Also, it outperforms 

LAR in case of efficiency, end-to-end delay and 

throughput under different traffic load. In DREAM, 

location information is used to constrain the flooding of 

data packets to a small region. DREAM is not suitable 

for large-scale ad hoc networks because routing 

overhead increases as the size of network increases. 
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