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Abstract- Registration of satellite imagery is key step for 

remote sensing applications like global change detection, 

image fusion, and feature classification. Manual registration is 

very time consuming and repetitive, an automatic way for 

image registration is needed. In this paper such a method for 

image registration is proposed which is fully automatic and 

computationally efficient unlike global registration in which 

control points are selected manually. There is a 

preregistration process and a fine-tuning process. The first 

stage includes feature selection and description using SURF 

and an outlier removal procedure using RANSAC. This gets 

the optimizer in the fine-tuning process a near optimal 

solution. Next, the fine-tuning process is implemented by the 

maximization of mutual information. The proposed scheme is 

tested on various remote sensing images taken at different 

situations (multispectral, multisensor, and multitemporal) 

with the affine transformation model. It is demonstrated 

experimentally that proposed scheme is fully automatic and 

much efficient than the global registration. SURF is mostly 

used algorithm as it is the fastest descriptor. This paper shows 

that by increasing the matching points, image registration can 

be accurately done. 

Keywords: Image registration, SURF, RANSAC, Outlier 

removal, MI, Affine transformation model. 

 
I. INTRODUCTION 

 

The objective of image registration is to spatially 

transform an image into other in such a way that 

dissimilarity metric between two images taken at 

different times, from different sensors, or from 

different viewpoints achieves its minimum.  
 

There are 2 images: reference image and a sensed 

image. The sensed image’s amount of rotation and the 

amount of translation with respect to the reference 

image is determined by image registration process. 

The misalignment could be due to the change in 

viewpoint, change in the sensor position, the 

movement of the object or its deformation, and the 

illumination. [1] 

 Recently many applications and data have been using 

image registration. In case of remote sensing imaging 

registration is very essential in analysis of remote 

sensing images. There are several applications such 

as, change detection, image fusion and etc. combining 

two images is the image fusion. The final fusion 

image is dependent on image registration accuracy. 

The final fusion image will appear as one image, 

although it integrate two images. If mis-registered 

result will appear blurry or show edge phenomena.  

[2] 

There are two categories of image registration 

techniques: area based approaches and feature based 

approaches. Area based approach apply directly on 

pixel intensities. It does not detect salient features. 

Approaches that make use of salient features 

extracted from two images are feature based methods 

and it do not work with intensities values. Therefore, 

feature based methods are used for remote sensing 

image registration in which situations where intensity 

values and complicated geometric deformations are 

encountered.  Feature-based methods initially extract 

salient features and then match them using similarity 

measures to establish the geometric correspondence 

between two images. One of the main advantages of 

these approaches is that they are fast and robust to 

noises, complex geometric distortions, and significant 

radiometric differences. The commonly used features 

include point, edge, contour, and region.  

Major steps in feature based methods are: First, 

control points from the reference and sensed images 

are detected and matched. Second, parameters of the 

transformation function are estimated using the 

previous control points. Finally, the estimated 

transformation model registers the sensed image to 

the reference image using various deformation 

models such as an affine transformation or a 

polynomial transformation.  

In this paper, image registration has 2 stages. 

Preregistration and fine tuning.  

The pre-registration process employs Speeded up 

robust features SURF features to determine tie points 

and their correspondences. Next, the RANSAC 

algorithm is used to estimate the homography and the 

inlier correspondences, because many of the 

correspondences obtained in the previous step are 

incorrect. These correspondences are used to estimate 
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the transformation between the input and the 

reference image. Affine transformation is used and to 

find the similarity between two images mutual 

information is used as a cost function. 

The main innovation of this study is a new coarse-to-

fine transformation parameter solving strategy, which 

comprises a preregistration process and a fine-tuning 

process. Its uniqueness lies in the following three 

aspects. 

1) A modified outlier removal procedure is introduced 

to eliminate most false SURF matches to guarantee 

the preregistration results close to the solution 

(ground truth). 

2) An excellent initial solution selection strategy for 

maximization of MI is developed by using SURF 

with outlier removal. 

3) Maximization of MI is utilized to refine the 

preregistration results to achieve the most precise 

registration results. 

So feature based method SURF is combined with area 

based methods MI hence it employs both the methods 

advantages. 

 
II. STATE OF ART 

 

A. Feature descriptors 

 

SIFT algorithm 

SIFT algorithm was proposed as a method to extract 

and describe feature points, which is robust to scale, 

rotation and change in illumination. There are five 

steps to implement the SIFT algorithm: 

(1) Scale-space extrema detection: Difference of 

Gaussian (DoG) function is used to find interest 

points over scale space that are invariant to scale and 

orientation. 

(2) Feature point localization: The location and the 

scale of each candidate point are determined and the 

feature points are selected based on measures of 

stability. 

(3) Orientation assignment: One or more orientations 

are assigned to each feature point location based on 

local image gradient directions. 

(4) Feature point descriptor: A feature descriptor is 

created by computing the gradient magnitude and 

orientation at each image sample point in a region 

around the feature point location. These samples are 

then accumulated into orientation histograms 

summarizing the contents over 4 · 4 regions with 8 

orientation bins. So each feature point has a 128-

element feature. 

(5) The correspondence of feature points can be 

determined by taking the ratio of distance for the 

descriptor vector from the closest neighbor to the 

distance of the second closest. 

PCA-SIFT 

The PCA-SIFT descriptor (Principal Components 

Analysis SIFT) is a variety of SIFT with two main 

differences: (1) the descriptor is calculated for a 

region of size 39 × 39 subregions instead of 4×4 used 

in SIFT and (2) instead of 8 bins for the orientation, 

PCA-SIFT calculates the orientation in the x and y 

directions. The result is a vector of dimension 3042 

(39 × 39 × 2), which is then reduced to 36 with the 

principal component analysis. 

 
B. Similarity Measure 

Correlation-like methods.  

This is an area based method. 

 
Σ𝑤(𝑊 − 𝐸(𝑊))(𝐼(𝑖,𝑗)))

√Σ𝑤(𝑊 − 𝐸(𝑊))2√Σ(𝑖,𝑗)(𝐼(𝑖,𝑗) − 𝐸(𝐼(𝑖,𝑗)))2

 

 

Window pairs are selected from the sensed and 

reference images and similarity measure is computed 

and its maximum is searched. The corresponding ones 

are the window pairs for which the maximum is 

obtained. The interpolation of cc measure values are 

used for obtaining the subpixel accuracy of the 

registration. Even though the cross correlation can 

used to align mutually translated images only, it can 

also be used when slight rotation and scaling are 

present. 

 
Sum of squared differences 

If the same type images are to be registered the image 

intensity at corresponding points will be similar. The 

sum of squared intensity differences is one of the 

simplest similarity measure. During registration SSD 

between images is minimized. 

 

𝑆𝑆𝐷 =
1

𝑁
Σ𝑥𝐴∈Ω𝐴,𝐵

𝑇 |𝐴(𝑥𝐴) − 𝐵𝑇(𝑥𝐴))|2 

 

Where A is the fixed image intensity function, BT 

represents the transformed image B that is the B 

image under the current transformation on 

consideration, T. The optimal measure of similarity 

will be zero. Images A and B results in large if poor 

matches. 

 
Sum of absolute differences 

It uses the sequential search approach and a 

computationally simpler distance measure than the 

cross-correlation. The accumulated sum of absolute 

differences of the image intensity values is calculated 

and a threshold criterion is applied. If the 

accumulated sum exceeds the given threshold, the 

candidate pair of windows from the reference and 
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sensed images is rejected and the next pair is tested. 

The method is faster but it is likely to be less accurate 

than the cross-correlation. The sum of absolute 

differences, calculated by finding the absolute 

difference between each pixel in the original image A 

and the corresponding pixel in the transformed image 

B. 

 

𝑆𝐴𝐷 =
1

𝑁
Σ𝑥𝐴∈Ω𝐴,𝐵

𝑇 |𝐴(𝑥𝐴) − 𝐵𝑇(𝑥𝐴)| [3] 

 

More similar images means smaller SAD values. But 

the two images should be of same modality for this 

similarity measure. 

 
III. METHODOLOGY 

 

If there are 2 grey level mages between which there is 

some geometric and radiometric differences. 𝑓𝑅(𝑥, 𝑦) 

and 𝑓𝑆(𝑥, 𝑦) represent the reference and sensed 

images. By finding optimal geometric transformation 

𝑇𝜇(. ) these two images can be registered. Affine 

transformation is selected here. 

 

 
where the transformation origin is considered to be 

the upper left corner of the reference image, (a11, 

a12, a21, a22) represent the rotation, scale, and shear 

differences, and (äx, äy) are the shifts between the 

two images. 

 
1. SURF [5] 

SURF: Speeded Up Robust Features is interest point 

detector and descriptor which is invariant to scale and 

rotation. It outperforms previously proposed schemes 

with respect to repeatability, distinctiveness, and 

robustness, yet can be computed and compared much 

faster. This is achieved by:   

-relying on integral images for image convolutions 

-building on the strengths of the leading existing 

detectors and descriptors (using a     Hessian matrix-

based measure for the detector, and a distribution-

based descriptor) 

- simplifying these methods to the essential 

This leads to a combination of novel detection, 

description, and matching steps. 

SURF is based on multi-scale space theory and the 

feature detector is base on  

Hessian matrix. Since Hessian matrix has good 

performance and accuracy. In image I, x = (x, y) is 

the given point, the Hessian matrix H(x,σ) in x at 

scale σ, it can be define as  

 
Where 𝐿𝑥𝑥(𝑥, 𝜎) is the convolution result of the 

second order derivative of Gaussian filter 
𝜕2

𝜕𝑥2 𝑔(𝜎) 

with the image I in point x, and similarly for 

𝐿𝑥𝑦(𝑥, 𝜎) and 𝐿𝑦𝑦(𝑥, 𝜎). SURF creates a “stack” 

without 2:1 down sampling for higher levels in the 

pyramid resulting in images of the same resolution. 

Due to the use of integral images, SURF filters the 

stack using a box filter approximation of second-order 

Gaussian partial derivatives. Since integral images 

allow the computation of rectangular box filters in 

near constant time. The Gaussian second order partial 

derivative box filters of Dyy and Dxy are show in Fig. 

 
Fig 1. The Gaussian second order partial derivative box filters in 

y and xy direction 

 

In descriptors, SIFT is good performance compare to 

other descriptors. The proposed SURF descriptor is 

based on similar properties. The first step consists of 

fixing a reproducible orientation based on information 

from a circular region around the interest point. And 

second construct a square region aligned to the 

selected orientation, and extract the SURF descriptor 

from it. In order to be invariant to rotation, it calculate 

the Haar-wavelet responses in x and y direction 

shown in figure 

 

 
Fig 2. Haar wavelet response in x and y direction 
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2. Ransac Outlier Removal [4] 

The algorithm of random sample and consensus 

(RANSAC) is a robust method of estimating 

parameter. The basic idea of the method is to 

eliminate deviation points using internal data 

constraints of data sets. When estimate the parameter, 

first design the objective function and then get the 

value of the parameters using the iterative estimation. 

All the data are divided into inliers and outliers, 

where the inliers meet to the estimation model and the 

outliers do not meet to the model. And the parameters 

of estimation model are obtained by inliers through 

continuous iteration. A RANSAC algorithm provides 

a general technique for model fitting in the presence 

of outliers and consists of the following steps: [5] 

 

1. Choose a model. 

2. The minimal number of points needed to specify 

the model is determined. 

3. Define a threshold on the inlier count. 

4. Fit the model to a randomly selected minimal 

subset 

5. Apply the transformation to the complete set of 

points and count inliers. 

6. If the number of inliers exceeds the threshold, flag 

the fit as good and stop. 

7. Otherwise repeat steps 4 to 6. 

 

 
Fig 3. Linear fitting using RANSAC 

 
3. Thin Plate Spline Transformation Model 

Affine transformation is widely used in remote 

sensing image registration. But when it comes to 

multiview images with the difference in the 

acquisition angle and the terrain elevation, affine is 

not suitable. For that thin-plate spline is used. It can 

handle the effects introduced by the acquisition angle 

and terrain elevation differences. Given two images, 

an image is deformed so that it matches the second 

one. There are a set of control points and thin plate 

splines provides a smooth interpolation between 

them. It interpolates a surface that passes through 

each control point. A flat plane is generated by a set 

of 3 points. It is easy to think of the control points as 

position constraints on a bending surface. The ideal 

surface is one that bends the least. An example of 

such a surface with 7 control points is shown in the 

figure. The surface is forced to pass through all these 

7 control points. 

 

 
Fig 3. A thin plate splines that passes through a set of control points 

  

This least bent surface is given by the following 

equation: 

 𝑓(𝑥, 𝑦)  =  𝑎1 +  𝑎2𝑥 +  𝑎3𝑦 + Σ𝑖=1
𝑛 𝜔𝑖𝑈(|𝑃𝑖  

−  (𝑥, 𝑦)|)  
The first three terms correspond to a flat plane, the 

linear part that best matches all control points (this 

can be seen as a least square fitting). The last term 

corresponds to the bending forces provided by n 

control points. There is a coefficient wi for each 

control point. Also, |𝑃𝑖 −  (𝑥, 𝑦)| is the distance 

between the control point Pi and a position (x, y). 

This distance is used in the function U defined 

by𝑈(𝑟)  =  𝑟2𝑙𝑜𝑔𝑟2. The coefficients a1, a2, a3, and 

wi for every control point are unknown. All wi forms 

the vector W. These unknowns are defined by  

𝐿−1𝑉 =  (𝑊|𝑎1𝑎2𝑎3)𝑇 
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