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Abstract—In the age of big data, deep learning has gained 

increased traction for forecasting stock market prices and trends. 

I gathered two years' worth of data from the Chinese stock market 

and devised an extensive customization of feature engineering 

alongside a deep learning-based model to predict stock market 

price trends. My approach encompasses preprocessing the stock 

market dataset, employing various feature engineering 

techniques, and implementing a tailored deep learning system for 

accurate prediction of stock market trends. I conducted thorough 

assessments of commonly used machine learning models and 

determined that my approach excels, primarily due to the 

comprehensive feature engineering strategies I implemented. My 

system consistently achieves high accuracy in forecasting stock 

market trends. Through detailed examinations of prediction term 

lengths, feature engineering methodologies, and data 

preprocessing techniques, this study makes significant 

contributions to both financial and technical realms within the 

stock analysis research community. 

Keywords: Prediction, Deep learning, Stock market trend, Feature 

engineering. 

1. I. INTRODUCTION

The stock market is a primary area of focus for investors, 

making price trend prediction a perennially popular subject 

among researchers in financial and technical fields. This study 

aims to develop an advanced prediction model specifically 

designed for short-term price trend forecasting. 

As noted by Fama in [26], predicting financial time series is 

widely recognized as challenging due to the semi-strong form 

of market efficiency and significant noise levels. In 2003, Wang 

et al. [44] employed artificial neural networks to predict stock 

market prices, focusing specifically on volume as a 

distinguishing feature. They discovered that volume did not 

significantly enhance forecasting accuracy in their studies using 

datasets such as S&P 500 and DJI. Ince and Trafalis [15] 

concentrated on short-term forecasting, applying support vector 

machine (SVM) models to predict stock prices. Their primary 

contribution involved comparing SVM with multi-layer 

perceptron (MLP) models, revealing that in many scenarios, 

SVM outperformed MLP, although outcomes were also 

influenced by various trading strategies. Concurrently, 

researchers in financial domains were exploring traditional 

statistical methods and signal processing techniques for 

analyzing stock market data. 

Optimization techniques like principal component analysis 

(PCA) have also been utilized in forecasting short-term stock 

prices [22]. Over the years, researchers have expanded their 

focus beyond analyzing stock prices to include studying stock 

market transactions such as volume burst risks, thereby 

broadening the scope of stock market analysis research [39]. 

With advancements in artificial intelligence techniques, recent 

studies have increasingly integrated machine learning and deep 

learning methods based on earlier approaches, introducing new 

metrics as training features, as demonstrated by Liu and Wang 

[23]. These previous works fall under the domain of feature 

engineering and serve as the inspiration for extending features 

in my own research. Liu et al. [24] proposed a model 

incorporating both a convolutional neural network (CNN) and 

a long short-term memory (LSTM) neural network to evaluate 

various quantitative strategies in stock markets. The CNN is 

employed for stock selection by automatically extracting 

features from quantitative data, while the LSTM retains time-

series characteristics to enhance profitability. 

The most recent study also introduces a comparable hybrid 

neural network design, combining a convolutional neural 

network with a bidirectional long short-term memory network 

for forecasting the stock market index [4]. As researchers 

continue to suggest various neural network architectures, it 

sparks ongoing debate regarding whether the substantial 

training costs of these models justify their outcomes. 

There are three key contributions of my work: (1) a new dataset 

that I extracted and cleansed, (2) a comprehensive approach to 

feature engineering, and (3) a custom-designed deep learning 

model based on Long Short-Term Memory (LSTM). 

I created the dataset myself using an open-source data API 

called Tushare [43]. What sets my proposed solution apart is 

the emphasis on feature engineering combined with a finely-

tuned system, rather than relying solely on an LSTM model. 

Drawing insights from previous research, I identified gaps and 

developed an architecture that includes a thorough feature 

engineering process before training the prediction model. By 

successfully extending features using recursive feature 

elimination algorithms, I enabled various machine learning 

algorithms to achieve high accuracy in predicting short-term 

price trends. This validated the effectiveness of my approach to 

feature engineering. 

Additionally, I introduced a customized LSTM model that 

further enhanced prediction scores across all evaluation 

metrics. The proposed solution surpassed the performance of 

both traditional machine learning and deep learning models 

used in similar prior studies. 

The rest of this paper is structured as follows. The "Survey of 

related works" section reviews previous research in the field. 

The "Dataset" section outlines the extraction process from 

public sources and details the dataset preparation. In the 

"Methods" section, I define the research problems, methods, 

and the design of my proposed solution, including technical 

algorithms and implementation details. The "Results" section 
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presents a thorough evaluation of our model, comparing it with 

models commonly used in related studies. The "Discussion" 

section analyzes and compares the results obtained. Finally, the 

"Conclusion" section summarizes the findings. This research 

paper draws heavily from Shen [36] as its foundation. 

2. II.  RELATED WORKS

In this section, I discuss related works. I reviewed the related 

work in two different domains: technical and financial, 

respectively. 

Kim and Han in [19] built a model as a combination of artificial 

neural networks (ANN) and genetic algorithms (GAs) with 

discretization of features for predicting stock price index. The 

data used in their study include the technical indicators as well 

as the direction of change in the daily Korea stock price index 

(KOSPI). They used the data containing samples of 2928 

trading days, ranging from January 1989 to December 1998, 

and give their selected features and formulas. They also applied 

optimization of feature discretization, as a technique that is 

similar to dimensionality reduction. The strengths of their work 

are that they introduced GA to optimize the ANN. First, the 

amount of input features and processing elements in the hidden 

layer are 12 and not adjustable. Another limitation is in the 

learning process of ANN, and the authors only focused on two 

factors in optimization. While they still believed that GA has 

great potential for feature discretization optimization. Our 

initialized feature pool refers to the selected features. Qiu and 

Song in [34] also presented a solution to predict the direction of 

the Japanese stock market based on an optimized artificial 

neural network model. In this work, authors utilize genetic 

algorithms together with artificial neural network based 

models, and name it as a hybrid GA-ANN model. 

Piramuthu in [33] conducted a thorough evaluation of different 

feature selection methods for data mining applications. He used 

datasets, which were credit approval data, loan defaults data, 

web traffic data, tam, and kiang data, and compared how 

different feature selection methods optimized decision tree 

performance. The feature selection methods he compared 

included probabilistic distance measure: the Bhattacharyya 

measure, the Matusita measure, the divergence measure, the 

Mahalanobis distance measure, and the Patrick-Fisher measure. 

For inter-class distance measures: the Minkowski distance 

measure, city block distance measure, Euclidean distance 

measure, the Chebychev distance measure, and the nonlinear 

(Parzen and hyper-spherical kernel) distance measure. The 

strength of this paper is that the author evaluated both 

probabilistic distance-based and several inter-class feature 

selection methods. Besides, the author performed the evaluation 

based on different datasets, which reinforced the strength of this 

paper. However, the evaluation algorithm was a decision tree 

only. We cannot conclude if the feature selection methods will 

still perform the same on a larger dataset or a more complex 

model. 

Hassan and Nath in [9] applied the Hidden Markov Model 

(HMM) on the stock market forecasting on stock prices of four 

different Airlines. They reduce states of the model into four 

states: the opening price, closing price, the highest price, and 

the lowest price. The strong point of this paper is that the 

approach does not need expert knowledge to build a prediction 

model. While this work is limited within the industry of Airlines 

and evaluated on a very small dataset, it may not lead to a 

prediction model with generality. One of the approaches in 

stock market prediction related works could be exploited to do 

the comparison work. The authors selected a maximum 2 years 

as the date range of training and testing dataset, which provided 

us a date range reference for our evaluation part. 

Lei in [21] exploited Wavelet Neural Network (WNN) to 

predict stock price trends. The author also applied Rough Set 

(RS) for attribute reduction as an optimization. Rough Set was 

utilized to reduce the stock price trend feature dimensions. It 

was also used to determine the structure of the Wavelet Neural 

Network. The dataset of this work consists of five well-known 

stock market indices, i.e., (1) SSE Composite Index (China), (2) 

CSI 300 Index (China), (3) All Ordinaries Index (Australian), 

(4) Nikkei 225 Index (Japan), and (5) Dow Jones Index (USA).

Evaluation of the model was based on different stock market

indices, and the result was convincing with generality. By using

Rough Set for optimizing the feature dimension before

processing reduces the computational complexity. However,

the author only stressed the parameter adjustment in the

discussion part but did not specify the weakness of the model

itself. Meanwhile, we also found that the evaluations were

performed on indices, the same model may not have the same

performance if applied on a specific stock.

Nekoeiqachkanloo et al. in [29] proposed a system with two

different approaches for stock investment. The strengths of their

proposed solution are obvious. First, it is a comprehensive

system that consists of data pre-processing and two different

algorithms to suggest the best investment portions. Second, the

system is also embedded with a forecasting component, which

also retains the features of the time series. Last but not least,

their input features are a mix of fundamental features and

technical indices that aim to fill in the gap between the financial

domain and technical domain. However, their work has a

weakness in the evaluation part. Instead of evaluating the

proposed system on a large dataset, they chose 25 well-known

stocks. There is a high possibility that the well-known stocks

might potentially share some common hidden features.

As another related latest work, Idrees et al. [14] published a

time series-based prediction approach for the volatility of the

stock market. ARIMA is not a new approach in the time series

prediction research domain. Their work is more focusing on the

feature engineering side. Before feeding the features into

ARIMA models, they designed three steps for feature

engineering: Analyze the time series, identify if the time series

is stationary or not, perform estimation by plot ACF and PACF

charts and look for parameters. The only weakness of their

proposed solution is that the authors did not perform any

customization on the existing ARIMA model, which might

limit the system performance to be improved.

A significant deficiency identified in previous studies is the

limited development and utilization of data preprocessing

methods. Technical studies typically prioritize constructing

prediction models. When selecting features, researchers often

compile a comprehensive list based on previous literature and

apply feature selection algorithms to identify the most effective

features. In contrast, research in investment domains has shown

greater emphasis on behavioral analysis, such as examining

how herd behavior impacts stock performance or assessing the

influence of insider ownership on stock performance.
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Analyzing these behaviors often requires preprocessing 

involving standard technical indices and expertise in investment 

practices to properly identify and understand their implications. 

In the related works, often a thorough statistical analysis is 

performed based on a special dataset and concludes new 

features rather than performing feature selections. Some data, 

such as the percentage of a certain index fluctuation has been 

proven to be effective on stock performance. I believe that by 

extracting new features from data, then combining such features 

with existing common technical indices will significantly 

benefit the existing and well-tested prediction models. 

III. THE DATASET

This section details the data that was extracted from the public 

data sources, and the final dataset that was prepared. Stock 

market-related data are diverse, so first compare the related 

works from the survey of financial research works in stock 

market data analysis to specify the data collection directions. 

After collecting the data, define a data structure of the dataset. 

Given below, describes the dataset in detail, including the data 

structure, and data tables in each category of data with the 

segment definitions. 

The dataset comprises 3,558 stocks from the Chinese stock 

market. In addition to daily price data and fundamental data for 

each stock ID, the dataset includes information on suspensions 

and resumptions, as well as details on the top 10 shareholders, 

among other factors. There are two primary reasons for 

selecting a 2-year timeframe for this dataset: (1) Most investors 

typically analyze stock market price trends using data from the 

past 2 years, and (2) Using more recent data enhances the 

accuracy of the analysis. I gathered this data using the open-

source API Tushare [43], supplemented by web scraping 

techniques from sources such as Sina Finance and the SWS 

Research website. 

IV. PROBLEM STATEMENT

I examined the optimal approach for predicting short-term price 

trends from multiple perspectives: feature engineering, 

financial domain expertise, and choice of prediction algorithm. 

I then addressed three key research questions in each area: How 

can feature engineering enhance prediction accuracy? How do 

insights from the financial domain inform the design of 

prediction models? And which algorithm proves most effective 

for predicting short-term price trends? 

The initial research question concerns feature engineering and 

aims to understand how the selection method improves 

prediction model performance. Based on extensive prior 

research, it is evident that stock price data is inherently noisy 

and features often exhibit correlations, posing significant 

challenges for accurate prediction. This challenge underscores 

why the feature engineering component has been consistently 

introduced as an optimization module in most previous studies. 

The second research question involves assessing the 

effectiveness of insights extracted from the financial domain. 

Unlike previous studies that primarily evaluate model 

performance metrics such as training costs and scores, my 

evaluation will focus on the impact of newly introduced 

financial domain features. I have incorporated specific findings 

from previous research, converting relevant raw data into 

actionable features. These features from the financial domain 

are then integrated with standard technical indices to identify 

those with the greatest influence through a voting mechanism. 

Given the multitude of potentially effective financial domain 

features, it is impractical for me to encompass all possibilities. 

Therefore, a critical aspect of my research involves determining 

how to effectively integrate these insights into the data 

processing framework of my system design. 

The third research question focuses on selecting algorithms for 

modeling our data. Previous studies have predominantly 

concentrated on precise price prediction. In this paper, I 

approach the problem by breaking it down into predicting 

trends first, rather than exact values. This transforms the 

objective into solving a binary classification problem, while 

also addressing the challenge of mitigating noise interference 

effectively. My strategy involves decomposing the problem 

into manageable subtasks with fewer interdependencies, 

tackling each sequentially, and then integrating these solutions 

into an ensemble model to aid investment decision-making. 

Historically, researchers have employed various models to 

forecast stock price trends, with machine learning techniques 

often yielding the best results. In this study, I will compare my 

approach with these top-performing machine learning models 

during the evaluation phase to address this research question 

effectively. 

V. PROPOSED SOLUTION

The overarching structure of my proposed solution can be 

divided into three main components. Firstly, there is the feature 

selection phase, where I ensure that the chosen features are 

highly impactful. Secondly, I conduct an analysis of the data 

and implement dimensionality reduction techniques. Lastly, the 

primary focus of my work lies in developing a prediction model 

for target stocks. Figure 1 depicts a high-level architecture of 

the proposed solution. 

There are various ways to categorize stocks based on investor 

preferences, such as long-term versus short-term investments. 

It's not uncommon for stock reports to indicate average 

performance while the stock price experiences significant 

increases, highlighting the unpredictability in stock price 

prediction. Therefore, identifying effective features before 

training a model with data becomes crucial. 

In this study, the focus is on predicting short-term price trends. 

Initially, I have raw data without labels. Therefore, the first step 

involves labeling the data. This is done by comparing the 

current closing price with the closing price from n trading days 

ago, where n ranges from 1 to 10, reflecting the short-term 

nature of our research. If the price trend increases, it is labeled 

as 1; otherwise, it is labeled as 0. Specifically, I use indices from 

the (n-1)th day to predict the price trend for the nth day. 

Based on previous research, certain scholars integrated 

financial domain expertise and technical methods to filter high-

quality stocks using specific rules. Drawing inspiration from 

their studies, I incorporated these rules into my feature 

extension design. 
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 Figure 1: High Level Proposed System 

However, to ensure optimal performance of the prediction 

model, I will begin by examining the data. The raw data 

contains a large number of features, and considering all of them 

would not only increase computational complexity significantly 

but could also complicate future unsupervised learning efforts. 

Therefore, I employ recursive feature elimination (RFE) to 

ensure that only the most effective features are selected. 

Most previous studies in the technical domain analyzed all 

stocks broadly, whereas in the financial domain, researchers 

often focused on specific investment scenarios. To bridge this 

gap between the two domains, I incorporate a feature extension 

based on insights gathered from the financial domain before 

initiating the RFE procedure. 

Given our intention to model the data as time series, a higher 

number of features would increase the complexity of training 

procedures. Thus, I plan to mitigate this by employing 

randomized PCA for dimensionality reduction at the outset of 

my proposed solution architecture. 

Detailed technical design elaboration 

This section elaborates on the detailed technical design, 

presenting a comprehensive solution that integrates, combines, 

and customizes various existing techniques in data 

preprocessing, feature engineering, and deep learning. Figure 2 

outlines the detailed technical design from data processing to 

prediction, encompassing data exploration as well. The content 

is organized into main procedures, each consisting of 

algorithmic steps. Detailed algorithmic information will be 

provided in the subsequent section. Here, the focus is on 

illustrating the workflow of the data. 

Figure 2 : Detailed technical design of the proposed solution 

Based on the literature review, I have chosen the most 

commonly utilized technical indices and incorporated them into 

the feature extension process to expand the feature set. From 

this expanded set, I will select the most effective i features. 

Subsequently, I will apply the PCA algorithm to reduce the 

dimensionality of the data to j features. Once I determine the 

optimal combination of i and j, I will finalize the feature set and 

input it into the LSTM [10] model to predict price trends. 

The novelty of my approach lies in not only applying technical 

methods to raw data but also implementing feature extensions 

commonly used by stock market investors. Detailed 

explanations of the feature extension process are provided in 

the following subsection. Insights gained from previous studies 

on optimizing deep learning solutions [37, 38] were 

instrumental in designing and customizing the feature 

engineering and deep learning components of this work. 

Applying feature extension is the initial main procedure 

depicted in Fig. 2. Here, the input data consists of the most 

commonly utilized technical indices identified from related 

studies. The process involves three feature extension methods: 

max-min scaling, polarizing, and calculating fluctuation 

percentage. Not all technical indices are suitable for all three 

extension methods; rather, this procedure selectively applies 

appropriate extension methods based on the nature of each 

index. The selection of these methods is determined by 

examining the calculation methodologies of the indices 

themselves. 

After the feature extension procedure, the expanded features 

will be combined with the most commonly used technical 

indices, i.e., input data with output data, and feed into RFE 

block as input data in the next step. 

Applying recursive feature elimination (RFE) follows the 

feature extension phase mentioned earlier. Using the Recursive 

Feature Elimination (RFE) algorithm [6], I identify the most 

effective i features based on their coefficients and feature 

importance scores. During this process, I progressively remove 

one feature at each step while retaining those deemed relevant. 

The output from the RFE phase serves as the input for the 

subsequent step involving PCA. 

Applying principal component analysis (PCA) begins with 

feature preprocessing as the initial step. Due to the diverse 
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nature of features post-RFE—some being percentage data and 

others large numerical values—there exists a disparity in their 

units. This variance can influence the outcome of principal 

component extraction. Therefore, prior to inputting data into the 

PCA algorithm [8], it is essential to conduct feature 

preprocessing to standardize the data. In the "Results" section, 

I provide an illustration of the effectiveness and compare 

methods used in this process. 

Prior to utilizing principal component analysis (PCA), it is 

crucial to conduct feature pre-processing. This step is necessary 

because the features obtained from RFE include both 

percentage data and large numerical values, which are 

measured in different units. This variance in scales can impact 

the results of PCA's principal component extraction. Therefore, 

I perform feature preprocessing to standardize the data before 

feeding it into the PCA algorithm [8]. The effectiveness of this 

approach and a comparison of methods are further detailed in 

the "Results'' section. 

Following feature pre-processing, the next step involves 

inputting the processed data, containing the selected i features, 

into the PCA algorithm to reduce the dimensionality of the 

feature matrix to j features. This step aims to retain the most 

effective features while reducing computational complexity 

during model training. This study also evaluates the optimal 

combination of i and j that achieves higher prediction accuracy 

while minimizing computational resources, as detailed in the 

"Results" section. After PCA, the system obtains a reshaped 

matrix with j columns. 

Fitting the long short-term memory (LSTM) model requires 

additional data pre-processing after PCA has reduced the 

dimensions of the input data. This pre-processing step is 

essential because the matrix formed by principal components 

lacks time steps, a crucial parameter for training LSTM models. 

Therefore, the data must be reshaped into corresponding time 

steps for both the training and testing datasets. 

After completing the data pre-processing phase, the final step 

involves feeding the training data into the LSTM model and 

evaluating its performance using testing data. As a variant of 

recurrent neural networks (RNNs), an LSTM model is 

structured as a deep neural network, even with a single LSTM 

layer, capable of processing sequential data and retaining 

information in its hidden states over time. Each LSTM layer 

consists of LSTM units, which include cells and gates designed 

for classifying and predicting based on time series data. 

The LSTM architecture in this study comprises two layers. The 

input dimension is defined by j, determined after applying the 

PCA algorithm. The first layer serves as the input LSTM layer, 

while the second layer functions as the output layer. The final 

output of the model will be a binary prediction (0 or 1), 

indicating whether the predicted stock price trend suggests a 

decrease or increase. This output serves as valuable guidance 

for investors in making informed investment decisions. 

Design discussion: 

Feature extension represents a significant innovation in our 

proposed system for predicting price trends. This process 

involves integrating technical indices with heuristic processing 

methods derived from investor practices, thereby bridging the 

gap between financial and technical research areas. 

Given the focus on predicting price trends, feature engineering 

plays a pivotal role in determining the final prediction 

outcomes. The feature extension method ensures that 

potentially correlated features are not overlooked, while the 

feature selection process is essential for identifying and 

incorporating effective features. Including irrelevant features 

introduces noise into the model, underscoring the importance of 

each main procedure in contributing to the overall system 

design. 

In addition to feature engineering, our approach integrates 

LSTM, a cutting-edge deep learning technique renowned for its 

efficacy in time-series prediction. LSTM models are adept at 

capturing intricate hidden patterns and temporal relationships, 

enhancing the prediction capabilities of our model. 

Deep learning models, however, incur high training costs in 

terms of both time and hardware resources. Therefore, another 

advantage of our system design is the integration of PCA as an 

optimization procedure. PCA effectively reduces the 

dimensionality of the feature matrix while retaining its principal 

components. This reduction helps mitigate the training costs 

associated with processing large-scale time-series data 

matrices, thereby optimizing overall system performance. 

Algorithm 1: Short-term stock market price trend prediction—

applying feature engineering using FE + RFE + PCA 

Algorithm 2: Price trend prediction model using LSTM 
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VI. RESULT

To comprehensively evaluate our algorithm design, I structured 

the evaluation process based on the main procedures and 

assessed how each procedure impacts the performance of the 

algorithm. Initially, I conducted evaluations on two different 

computing environments: a machine with a 2.2 GHz i7 

processor and 16 GB of RAM, and an Amazon EC2 instance 

equipped with a 3.1 GHz Processor, 16 vCPUs, and 64 GB of 

RAM. 

In the implementation phase, I expanded 20 initial features into 

54 features, subsequently retaining the 30 most effective ones. 

This section focuses on evaluating the feature selection process. 

The dataset was divided into two distinct subsets: the training 

dataset and the testing dataset. The testing procedure was 

divided into two parts: one subset, DS_test_f, was used for 

feature selection, while another subset, DS_test_m, served for 

model testing. 

For the feature selection phase, two-thirds of the stock data 

were randomly selected by stock ID and labeled as DS_train_f. 

This dataset contained complete technical indices and the 

expanded features spanning throughout 2018. The Recursive 

Feature Elimination (RFE) algorithm was employed with 

Support Vector Regression (SVR) using linear kernels as the 

estimator. Features were ranked through voting, and the top 30 

effective features were selected. These features were then 

processed using Principal Component Analysis (PCA) to 

reduce dimensionality, resulting in 20 principal components. 

The remaining stock data constituted the testing dataset, 

DS_test_f, used to validate the effectiveness of the principal 

components extracted from the selected features. All data from 

2018 were consolidated into the training dataset of the 

prediction model, noted as DS_train_m. The model testing 

dataset, DS_test_m, encompassed the first three months of 2019 

data, ensuring no overlap with the data used in previous steps 

to prevent overfitting. 

This approach ensures a rigorous evaluation of the algorithm's 

performance across different computational setups and verifies 

the effectiveness of each procedural step in enhancing 

prediction accuracy while managing computational efficiency. 

Figure 3 : Relationship between feature number and training time 

Figure 4:Proposed model prediction precision comparison—confusion matrices 

Figure 5 : Learning curve of proposed solution 

VII. CONCLUSION

This study comprises three main components: the extraction 

and pre-processing of a dataset from the Chinese stock market, 

the development of feature engineering techniques, and the 

implementation of a stock price trend prediction model using 

Long Short-Term Memory (LSTM). Initially, I gathered, 

cleaned, and organized two years of data from the Chinese stock 
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market. I explored various techniques commonly employed by 

practitioners, introducing a novel algorithmic component 

named feature extension, which has proven effective. 

The feature extension (FE) involved integrating recursive 

feature elimination (RFE) and principal component analysis 

(PCA) to construct a robust feature engineering framework that 

balances effectiveness and efficiency. This system was tailored 

by integrating the feature engineering process with an LSTM-

based prediction model, achieving high prediction accuracy 

surpassing leading models in similar studies. A comprehensive 

evaluation of the approach was conducted, comparing our 

LSTM model with frequently used machine learning models in 

the context of feature engineering. This comparison yielded 

heuristic insights that pose potential future research questions 

in both technical and financial research domains. 

The proposed solution represents a unique customization 

compared to previous approaches. Instead of merely 

introducing another state-of-the-art LSTM model, I have 

developed a finely-tuned and customized deep learning 

prediction system. This system integrates comprehensive 

feature engineering techniques with LSTM to enhance 

prediction accuracy. Drawing insights from previous studies, I 

have bridged the gap between investor needs and academic 

research by introducing a feature extension algorithm prior to 

recursive feature elimination, resulting in significant 

improvements in model performance. 

While my current research has yielded promising results, there 

remains substantial potential for future exploration. Through 

my evaluation process, I observed that the effectiveness of the 

RFE algorithm varies significantly with different term lengths, 

particularly favoring 2-day, weekly, and biweekly intervals. 

Exploring how technical indices influence less conventional 

term lengths could be a promising avenue for future research. 

Additionally, there is considerable potential in integrating 

advanced sentiment analysis techniques with feature 

engineering and deep learning models. This approach could 

lead to the development of a more comprehensive prediction 

system that incorporates diverse sources of information such as 

social media posts, news articles, and other text-based data. 

Such an integrated system could potentially enhance predictive 

accuracy by capturing broader market sentiments and trends. 

1. Abbreviations and Acronyms

● LSTM Long short term memory

● PCA Principal component analysis 

● RNN Recurrent neural networks 

● ANN Artificial neural network 

● DNN Deep neural network 

● DTW Dynamic Time Warping 

● RFE Recursive feature elimination 

● SVM Support vector machine 

● CNN Convolutional neural network 

● SGD Stochastic gradient descent 

● ReLU Rectified linear unit

● MLP Multi layer perceptron. 
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