
 
SIGN LANGUAGE DETECTOR USING MACHINE 

LEARNING 
 

Rudresh N C 
Assistant Professor 

Department of 
Information Science and 

Engineering. 
PESITM, Shivamogga 

Email– 
rudreshnc@pestrust.edu

.in 
 

Chandana K J 
Under Graduate 
Department of 

Information Science and 
Engineering. 

PESITM, Shivamogga 
Email – 

kjchandana.hlk@gmail.
com 

 

Gagana D 
Under Graduate 
Department of 

Information Science and 
Engineering. 

PESITM, Shivamogga 
Email – 

gaganadarmaraj@gmail.
com 

 
Pallavi K G 

Under Graduate 
Department of Information Science and 

Engineering. 
PESITM, Shivamogga 

Email – pallavipatil7975@gmail.com 
 

Prashanth G V 
Under Graduate 

Department of Information Science and 
Engineering. 

PESITM, Shivamogga 
Email – prashanthgv2001@gmail.com 

 

Abstract - People who are deaf or have hearing impairments worldwide prefer sign language to other 
forms of communication. Although it can be recognized through various means, such as computer vision, 
its success rate can vary. Sign language consists of a set of gestures that have specific meaning. This project 
presented a Machine Learning-based Sign Language Detector and detailed the platform's design pattern, 
architecture, and operational procedure. In this project, certain fundamental features of the platform for 
Sign Language detector giving have been realized and confirmed. In order to boost public trust in these 
types of detectors and foster the growth of generosity through a Sign Language Detector, we seek to 
increase the transparency of the sector. This article provides an overview of Machine learning-based Sign 
Language Detector. 
 
Keywords - Sign Language detector, signs or hand gestures,           Machine Learning. 
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I. INTRODUCTION 

 
Machine learning is a branch of AI that enables 
computers to improve and self-learn by analyzing 
and learning from data. It works by learning from 
patterns in the collected information. Models and 
algorithms can then make predictions based on their 
experience. 

On the other hand, machine learning is a process that 
enables computers to solve problems without 
requiring human intervention. It can also take actions 
based on prior observations. 

To automate calculations, data processing and 
pattern recognition, you can feed machine learning 
algorithms examples of labeled data (training data) 
 
The act of communicating is the act of transferring 
information from one place, person, or group to 
another. Three components make up communication: 
the speaker, the message, and the listener. The 
speaker's message will only be considered successful 
if the listener understands it. There are various types 
of communication, including formal and informal 
communication, oral (face-to-face and distance) and 
written communication, non-verbal, grapevine, 
feedback, visual, and active listening. 
 
The non-verbal communication is one that involves 
gestures, facial expressions, and body language. 
 
Despite their ability to communicate among 
themselves using sign languages, people with normal 
hearing find it difficult to communicate with the deaf 
and dumb and vice versa due to a lack of knowledge 
of sign languages. Using such a solution, one can 
easily translate sign language gestures into English, 
a commonly spoken language. 
 
The solution is our project called Sign Language 
Detector. This project will solves the problem of  
normal people who don’t know the sign language to 
communicate with deaf and dumb peoples . 
 
Characteristics of Machine Learning: 

• Since our paper is based on the Machine 
Learning, it is important that Camera-based 
image acquisition and image processing of 

signs which we done in front of a webcam 
should be captured and the platform should 
be trustable. Utilization of Machine 
Learning enables this. 

• After capturing the signed images or video it 
should predict the outcomes. For this reason, 
Machine Learning is used. 

At this age of Technology, the demand for a 
computer-based system is tremendous. Interesting 
technologies for speech recognition 
are being developed. The most important tool in 
sign language is fingerspelling , which spells out 
words character by character , along with world 
level association where hand gestures convey the 
word meaning. Fingerspelling is a vital tool in sign 
language as it enables the communication of 
names addresses and other words that do not carry 
a meaning in word level association. 
 
Giving to sign language detector is frequently 
driven by a desire to improve society and 
communication need to be developed. Disrupting 
the sign language sys tem with Machine 
Learning. Build trust with Peoples, reach the right 
people, and improve administration costs and 
efficacy. 
 

II. LITERATURE SURVEY 
A new sign language detector model based on 
machine learning was developed in the study of 
paper [1], which analyses machine learning 
technology. Main thing here is this paper explained 
about how the detected hand gesture is translated to 
the users common language and its process.  
 
The paper [2], This paper is about the types of 
communication, how different peoples are 
communicating with each other using different 
communication methods. 
 
The paper [3]. Explains about the computer vision 
and most important thing for this project called as 
pattern recognition or sign recognition 
So we come to know that how the signs will be 
detected in front of webcam by this paper only . 

The paper [4], In this paper we got an idea about the 
sign language recognition process and how to 
generate the accurate output and importantly how to 
translate that sign language to user known language  
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          III.PROPOSED METHOD 
 
Using TensorFlow object detection API, the 
proposed system develops a real-time sign 
language detector that is trained through transfer 
learning using the created dataset . A webcam is 
used to capture images for data acquisition using 
Python and OpenCV as described in Section. 
After the data acquisition, a labeled map is created 
that contains the label of each sign (alphabet) 
along with its identifier. This map represents all 
the objects within the model. 
 
There are 26 labels on the label map, each 
representing a letter of the alphabet. Each label 
has a unique id ranging from 1 to 26. We will use 
this id as a reference when looking up the class 
name. A TF record is the binary storage format of 
TensorFlow and is used to train its object 
detection API. TF records are created using 
generate_tfrecord . which is used to train the 
TensorFlow object detection API. TensorFlow's 
binary storage format is the TF record. The use of 
binary files for data storage dramatically impacts 
the performance of the import pipeline, as well as 
the training time. Object detection models can be 
developed, trained and deployed easily with 
TensorFlow’s open-source framework, 
TensorFlow object detection API, which takes up 
less space on a disk, copies fast, and reads 
efficiently from the disk. 
 
For pipeline configuration, dependencies such as 
TensorFlow, contiguity, pipeline_pb2, and text 
format have been imported, in order to train a pre-
trained model with the created dataset. It has been 
decided to change the number of classes from 90 
to 26 and the number of signs (alphabets) that will 
be used to train the model. After setting up and 
updating the configuration, the model was trained 
in 10000 steps. During the training process, the 
hyperparameter was set up to 10000 steps in 
which the model will be trained. 
 

IV.DESIGN   SYSTEM                
ARCHITECTURE 

A software system or application's overall design and 
structure, including all of its parts, modules, 
interfaces, and data flows, is referred to as system 

architecture.  

 

                  Fig 1: System Architecture  

It entails drawing up a design for the system's 
construction, identifying the essential elements and 
how they relate to one another, and establishing the 
interfaces that connect them 

When creating a system architecture, it's crucial to 
keep in mind a number of fundamental principles, 
such as modularity, scalability, maintainability, and 
dependability. Scalability is the system's capacity to 
accommodate growing volumes of data or users over 
time, whereas modularity refers to breaking the 
system down into smaller, more manageable 
components. Reliability is the system's ability to 
function, whereas maintainability is the simplicity 
with which it may be upgraded or adjusted. 

In this architecture we will illustrate the design and 
functional phase of our application, The User 
accesses the Graphical User Interface .  

The next step it will describe how the users are 
going to use this project . Firstly they have to 
register themselves and login to portal and they 
have to make a sign languages it will be captured 
by webcam and it will detected those signs and 
predict the outcome in known language. 
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          WORKFLOW DIAGRAM 
   This Fig describes the workflow of the Sign 

Language Detector 
 
 

 
 

                   Fig 2: Workflow Diagram 
 
 
The flow chart of the project starts with the login, 
whoever may be the person they have to enter their 
login details to enter the platform. 
 
After the success of the login the person get  
  the access to webcam then they make the hand 
gestures it will be captured by that webcam then 
image processing will be done there then it 
converting the image which is captured into 
grayscale for better vision then that converted 
image is compared with dataset trained and it 
extract the image meaning after the extraction it 
convert that grayscale image into input image 
which was given first and finally the result will be 
displayed for the user.  
 

V. CHALLENGE OF SIGN 
LANGUAGE DETECTOR      

Though Machine Learning has several advantages 
like Automation of everything and efficient handling 
of data it is still difficult to fulfill the needs of every 
user because of the unaccurate tracking of hand 
gestures, occlusion of hands, and high computational 
cost. 
 
Since detection is one the main aspect of the Sign 
Language Detector system, we need to make sure 

that all the sign has been predicted or not in the 
platform. To overcome this problem we used a best 
machine learning for more accuracy and exact 
detection. 
  
Since this is a real-time project and also the signs 
will be captured live so tracking or detection of hand 
gestures  is way more important. 
 
 

             VI. EXPECTED OUTCOME 
 

We will study the method of Machine Learning 
technology and implementation of Machine 
Learning technology for detection of hand gestures . 
 
We will scrutinize the Machine Learning technology 
by the end and also we will build the platform which 
is more transparent and secure than any other 
platform by making it trustworthy by detecting 
every single signs in the platform which is clear to 
the users. 
 
VII. FUTURE SCOPE OF CHARITY 
SYSTEM USING BLOCKCHAIN 

 
• As Machine Learning itself is a new 

technology it is widely used in future . 
• The detection that we are projecting in this 

system will encourage the other country sign 
languages which will increase the users for 
our project.  

• Due to the digitalizing society ,our system 
will help to promote it as we are using 
graphical user interface to detect the sign 
languages  rather than learning those 
languages in offline by others. 
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