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Abstract –Thesign language interpreter is an interactive 

system that will recognize different hand gestures of Indian 

Sign Language and will give the interpretation of the 

recognized gestures in the form of text messages along with 

audio interpretation. In a country like India there is a need of 

automatic sign language recognition system, which can cater 

the need of hearing and speech impaired people thereby 

enhancing their communication capabilities, promising 

improved social opportunities and making them 

independent. Unfortunately, not much research work on 

Indian Sign Language recognition is reported till date. The 

proposed Sign Language Interpreter using Discrete Cosine 

Transform accepts hand gesture frames as input from image 

capturing devices such as webcam. This input image is 

converted to grayscale and resized to 256 x 256 pixels. DCT is 

then applied to entire image to obtain the DCT coefficients. 

Recognition is carried out by comparison of DCT coefficient 

of input image with those of the registered reference images in 

database. Database image having minimum Euclidean 

distance with the input image is recognized as the matched 

image and the sound corresponding to the matched sign is 

played. Accuracy for different levels of DCT coefficients is 

obtained and hence, compared. The scope of this paper is 

extended to recognize words and sentences by taking video as 

input, extracting frames from the input video and comparing 

with the stored database images. 

Keywords-Discrete cosine transform, Euclidian distance, 

feature extraction, hand gesture recognition. 

I. INTRODUCTION 

Sign languages are well structured languages with 

phonology, morphology, syntax and grammar distinctive 

from spoken languages [1]. The structure of a spoken 

language makes use of words linearly, i.e., one after the 

other, whereas a sign language makes use of several body 

movements simultaneously in the spatial as well as in 

temporal space.Sign languages are natural languages that 

use different means of expression for communication in 

everyday life.Examples of some sign languages are 

American Sign Language, British Sign Language, the 

Indian Sign Language, Japanese Sign Language, and so on. 

Generally, the semantic meanings of the language 

components in all these sign languages differ, but there are 

signs with a universal syntax. For example, a simple 

gesture with one hand expressing 'hi' or 'goodbye' has the 

same meaning all over the world and in all forms of sign 

languages. 

 

Fig.1. Sign language Interpreter 

Recognition of a sign language is very important not only 

from the engineering point of view but also for its impact 

on the human society [2]. The development of a system for 

translating Indian sign language into spoken language 

would be great help for hearing impaired as well as hearing 

people of our country. The research on sign language 

interpretation has been limited to small-scale systems 

capable of recognizing a minimal subset of a full sign 

language as shown in figure below. The reason for this is 

the difficulty in recognizing full sign language vocabulary. 

Recognition of gestures representing words and sentences 

undoubtedly is the most difficult problem in the context of 

gesture recognition research. 

 

Fig.2. Different alphabets in Indian sign language 

Apart from sign interpretation, there are various other 

applications of this work in domains including virtual 

environments, smart surveillance, medical systems etc. It 

can be used to recognize any sign language [3] in the world 

just by changing the samples to be trained.One of the 

effective applications that can utilize hand postures and 

gestures is robot tele-manipulation [4].  

Now the next task is evaluating and analyzing how hand 

movements have been used in processes mediated through 

computers. Such an evaluation is of interest since the 

following problems in the design and implementation of 

whole hand centered input applications having remained 

unsolved. 
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Tracking needs: for most applications, it is difficult to 

decide the needs (e.g. how much accuracy is needed and 

how much latency is acceptable) when measuring hand 

motions. 

Occlusion: since fingers can be easily hidden by other 

body parts, sensors have to be placed nearby in order to 

capture their movements accurately. 

Size of fingers: fingers are relatively small, so that sensors, 

if they are placed nearby, need to be small too, or, if 

sensors are placed remotely, need a lot of detail. 

Gesture segmentation: how to detect when a gesture 

starts/ends, how to detect the difference between a 

(dynamic) gesture, where the path of each limb is relevant, 

and a (static) posture, where only one particular position of 

the limbs is relevant. 

Feature description: which features optimally distinguish 

the variety of gestures and postures from each other and 

make recognition of similar gestures and postures simpler. 

The task of this research work is to compare the images 

taken as input from webcam or test images with images in 

the training database and interpret the sign shown. This can 

be done by first applying Discrete Cosine Transform, 

extracting out its coefficients and then comparing these 

with the threshold to find the match. A flowchart 

representing the implementation procedure is as shown in 

figure below. 

Fig.3. 

Overview of the procedure 

II. IDEA OF PROPOSED SOLUTION 

The focus here has been primarily on detecting hand 

gestures from images.While this does not ensure real time 

recognition in all environments, it is a major step forward 

in Indian Sign Language Recognition System.As the first 

step of implementation procedure, several Discrete Image 

Transforms are reviewed. This includes sinusoidal 

transforms such as Discrete Fourier Transform, Discrete 

Cosine Transform, Discrete Sine Transform, Hartley 

Transform and Non sinusoidal transform such as Hadamard 

Transform, Walsh Hadamard Transform, Haar Transform, 

Slant Transform and Hotelling Transform, etc. [5]. 

After studying these transforms, it is realized that the 

energy compaction is greatly achieved with DCT [6] 

andHotelling Transform. Realizing the complexity and 

image dependency of Hotelling transform, Discrete Cosine 

Transformis selected for the implementation of proposed 

work. 

A discrete cosine transform [7] expresses a sequence of 

finitely many data points in terms of a sum of cosine 

functions oscillating at different frequencies. The 

DCTconverts a signal or image from the spatial domain to 

the frequency domain. 

The general equation for 2D (N by M image) DCT Defined 

by the following equation, 

F u, v =  
2

N
 

2

M
 A i N−1

i=0 ∗ cos  
u 2i+1 π

2N
 ∗

                  A j ∗ cos  
v 2j+1 π

2M
 m−1

j=0 ∗ f i, j    (1)   

Where f (i, j) is the 2D input sequence. 

A i = A(j) =
1

 2
 ,   for u=0,v=0 

= 0        Otherwise 

The test image is taken as an input and DCT is applied to 

the image. Thus for 128 x 128 size image we have 16384 

coefficients. After transformation, majority of the signal 

energy is carried by just a few of the low order DCT 

coefficients and the higher order DCT coefficients can be 

discarded. The coefficients are stored in zigzag [9] manner 

as shown below. 

 

Fig.4. Zigzag Sequence 

The coefficients are compared by calculating the Euclidean 

distance between 'Registered images' and „Test image‟. The 

test image is compared with the registered images in the 

database. The formula for this distance between a point X 

(X1, X2, etc.) and a point Y (Y1, Y2, etc.) is: 

d =   (𝑋𝑖 − 𝑌𝑖)2𝑛
𝑖=1  (2) 

Thus values „d1 d2…… dn‟ are obtained which are sorted 

and the one with the minimum distance is regarded as the 

best match. 

III. IMPLEMENTATION STEPS 

After being acquainted with the core concepts of image 

processing and reviewing several discrete image 

transforms, a road-map of the implementation procedure is 

to be created. In this process, a large set of images of hand 

gesture signs of a group of known people (e.g. 

Classmates)is taken. This is done so that inputting a 
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known/unknown hand gesture image will help interpreter 

to recognize the image quickly and to determine whether it 

matches the image to known Sign or not. The images in fig. 

5 and 6, show the database that is used for training and 

testing. 

 

Fig.5. Training Images 

The basic implementation procedure for sign language 

interpreter using the discussed algorithm is shown in the 

fig.7. 

 

Fig.6. Testing Images 

 

 

Fig.7. Basic implementation steps 

3.1 Testing of hand gestures from test images 

In this case, user can select any sign to test from test 

images. To obtain matched sign, following steps are 

followed. 

 Extract the training images from the database.Convert 

the image into grey scale and then resize to 256 x 256. 

 Calculate the DCT and extract DCT coefficients for all 

database images. 

 Select the sign to be tested and calculate itsDCT 

coefficients. 

 Now calculate the Euclidian distance between DCT 

coefficients of input image and database images. 

 Obtain the minimum Euclidian Distance and find out 

to which image in database it corresponds to. Display 

the matched image and input image selected by user. 

Play the sound corresponding to matched image. 

 

 

 

START
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GRAYSCALE IMAGES AND RESIZING

APPLY DCT ON THE IMAGE
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3.2 Static input module 

The above algorithm is modified to takeimage as input 

from webcam and then matched with the corresponding 

images in database. 

3.3 Dynamic input module 

Theproposed algorithm is modified to take video (4 

frames) as input for J and Z, various words for example hi, 

how, you, good, etc. and sentences (6 frames) for example 

“Hi!!! How are you?” at frame rate of 1/3 fps. The input 

frames are matched with corresponding frames in training 

database.Ifmatch is found, the video for input and matched 

sign along with the corresponding audio clip is played. 

IV. RESULTS  

After the execution of several well thought cases, the 

results have been analyzed based on several criterions. To 

remove any possible subjective human bias in evaluating 

the results, any given case has been evaluated by a 

minimum of three human observers.  

Case 1: Static Input Module (Alphabets A-Y excluding J) 

There are five signs placed in training and testing database 

corresponding to each alphabet. The signs from testing 

database or input from webcam are matched with the signs 

in the training database using the discussed algorithm. 

Result of this module is as shown below. 

 

Fig.8. Match found for alphabet “A” 

 

Fig.9. No match found 

Table 1: Comparison of Accuracy rate for different No. of DCT 

coefficients 

No. of DCT 

coefficients 

No. of signs 

accepted 

No. of 

signs not 

accepted 

% 

Accuracy 

8 97 23 80.83 

16 108 12 90.00 

32 112 8 93.33 

64 115 5 95.83 

128 114 6 95 

256 113 7 94.16 

 

% 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑦𝑐𝑛𝑡

𝑦𝑐𝑛𝑡 +𝑛𝑐𝑛𝑡
 𝑥 100             (3) 

Where ycnt= No. of accepted signs 

           ncnt = No.ofnot accepted signs 

 

Fig.10. Plot of Accuracy for different No. of DCT coefficients 

The above table and graph represent accuracy rate of 

testing images for different DCT coefficients. 

Case 2: Dynamic Input Module (Alphabets J and Z) 

There are four frames per sign and five such signs placed in 

training and testing database corresponding to alphabet J 

and Z each. The signs from testing database or input from 

webcam are matched with the signs in the training database 

using the discussed algorithm. The graph below represents 
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the plot of percent error versus samples (A-Z) along with 

an image showing output of this module. 

 

Fig.11. Match found for alphabet “Z” 

 

Fig.12. Plot of Percent Error versus samples 

Case 3: Dynamic Input Module – Real time (Words and 

Sentences) 

In this module, video input from webcam is taken in real 

time and matched with the frames in trained database. 

Result of this module is as shown below. 

 

Fig.13. Match found for real time input for word “Hi” 

 

Fig.14. Match found for real time input for sentence “Hi!!! How Are 

You?” 

V. CONCLUSION 

The first and foremost requirement to start off with the 

proposed work was to create an efficient database. This 

was created using webcam in proper brightness 

conditions.To extract feature vectors of different signs 

from database, we selected the DCT – Euclidian Distance 

Algorithm. This algorithm involves accepting hand gesture 

frames as input from image capturing devices such as 

webcam. This input image is converted to grayscale and 

resized to 256 x 256 pixels. DCT is then applied to entire 

image to obtain the DCT coefficients.  

Recognition is carried out by comparison of DCT 

coefficients of input image with those of the registered 

reference images in database. Euclidean Distance forms the 

basis of comparison. Database image having minimum 

Euclidean distance with the input image is recognized as 

the matched image and the sound corresponding to the 

matched sign is played. DCT approach gave fairly accurate 

results. Accuracy for different levels of DCT coefficients is 

obtained and tabulated as well as represented 

graphically.Entire work was implemented using 

MATLABR2013a [10] in Intel core i3 2.53 GHz processor 

with 1.3 Megapixel webcam.  

Thus till now, this work has succeeded in recognizing static 

hand gestures completely and dynamic hand gestures 

including words and sentences to an appreciable level.The 

recognition of an alphabet in real time takes approximately 

15 seconds and recognition of sentences consisting of three 

words on an average takes approximately 30 seconds. An 

important future scope in this project would be developing 

a real time application that can identify different hand 

gestures in Indian Sign Language in any environment.To 

overcome this constraint, analysis may be carried out using 

Discrete Wavelet Transform.  
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