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Abstract— Super-resolution (SR) techniques generates high 

resolution (HR) image from low  resolution (LR) images. Since 

HR image contains more information than LR image, it is 

severely demanding for all applications of image analysis. High 

resolution images improves the pictorial information for both 

human and automatic machine perception. This paper presents 

a comparison on well-known techniques of super resolution. 

Performance of the algorithms are evaluated by means of 

objective image quality criteria like Peak Signal to Ratio 

(PSNR), Structural Similarity Index (SSIM) and Maximum 

Difference (MD). From the analysis we have found that learning 

based algorithm using sparse dictionary performs better. 

Keywords— High resolution; Interpolation; Low resolution; 

Sparse Dictionary; Super resolution. 

I.         INTRODUCTION  

Resolution enhancement is one of the most desirable terms 

in image processing. It gives more information to human 

interaction. Super- resolution technique is used for acquiring a 

high resolution image from observed low resolution images. 

Image resolution is defined as smallest measurable detail in 

visual representation. The resolution of a digital image can be 

expressed in many different ways like spatial, temporal, 

spectral or radiometric resolution. In this paper special 

emphasis is given to spatial resolution. 

Spatial or pixel resolution is defined as spacing of pixels in 

an image and it is measured in terms of number of column 

pixels with number of row pixels. Since 1970's CCD and 

CMOS image sensors are being widely used in digital 

cameras.  Number of sensor elements in camera decides the 

resolution of the camera. A camera with with less number of 

sensor elements generates LR images. One solution to 

increase spatial resolution is to decrease the pixel size of the 

sensors, but it produces shot noise because the availability of 

light decreases. Another method to increase the resolution is 

to increase the sensor chip size, but it leads to increase in 

capacitance which is not desirable. So a cost effective method 

for increasing spatial resolution is required to overcome the 

limitations of sensors and lens manufacturing technology. As 

cost incurred for software implementation is low compared to 

that of hardware techniques, super resolution  techniques are 

becoming more and more popular these days. 

 

HR images are always desirable in applications such as 

satellite imaging, sports photographs, medical imaging,  

microscopy, computer vision, remote sensing, surveillance 

systems, target detection and recognition. It is also applicable 

in high resolution videos, compression, astronomy, etc. The 

need of zooming of images to analyze visual information also 

increases the demand for super-resolution[1]. 

II.          CLASSIFICATION 

Super-resolution techniques are categorized based on 

domain employed, number of images involved and actual 

reconstruction method. In terms of the domain used, super-

resolution techniques  are sub categorized as spatial domain 

and frequency domain. Initial attempts of super resolution 

were in the frequency domain typically recovering high 

frequency components by taking advantage of shifting and 

aliasing properties of the Fourier transform. The major 

advantage of frequency domain approach is that it is simple 

with low computational overhead but less flexible. 

  According to the number of low resolution images involved, 

super-resolution techniques can be performed in two ways, 

single image (frame) super-resolution and multi image (frame) 

super-resolution resolution. Single image super-resolution  

technique generates HR image from single low resolution 

image. 

In multi image super-resolution, high resolution image is 

generated from multiple low resolution images. The basic 

approach in multi frame SR technique is to combine the non- 

redundant information contained in multiple low resolution 

images to generate a high resolution image. However this 

method is unsatisfactory because mostly it takes more 

computation time than single image super-resolution 

technique and it degrades when magnification factor is large 

or number input images available are less. 

In terms of different methods applied for image 

reconstruction, SR techniques can be classified as 

interpolation based, reconstruction based and learning 

(example) based. Interpolation based methods such as nearest 

neighbor interpolation, bilinear interpolation, bicubic 

interpolation, and lanczos interpolation are simple but their 

visual effect is unsatisfactory and the resulting image is 

blurred[1,2,3]. 
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The advantage of learning based approach is that it 

requires very few LR images when compared to other 

techniques. It is faster, more versatile and provides high 

magnification factor. In this paper, we performed a 

comparison on different methods of single image super-

resolution technique and thus a quantitative analysis of the 

performance of various interpolation methods like nearest 

neighbor interpolation, bilinear interpolation, bicubic 

interpolation and a learning based super resolution algorithm 

using sparse dictionary[4]. 

The rest of the paper is organized as follows. Section III 

presents related work. Section IV describes super-resolution 

using sparse representation. Section V and VI describes about 

results and conclusion respectively. 

  

III.         RELATED WORK 

Tsai and Haung[5] have contributed in research on multi 

image SR technique using frequency domain. They introduced 

frequency domain approach for HR image reconstruction 

using aliasing in the LR images with the assumption that LR 

images are noise free and with no blur. It mainly focus on 

three concepts of Fourier transform:  

a)  Shifting property  

b) The continuous Fourier transform – Discrete Fourier   

       transform relationship  

c)The HR image is assumed to be band-limited 

The advantage of Tsai-Haung approach is theoretical 

simplicity and low computational complexity. It also reduces 

hardware complexity by enabling parallel implementation. 

Later Tsai-Haung approach was modified  by incorporating 

the concepts of additive noise and blurring effects. 

In frequency domain based SR algorithms, wavelet 

transform is an alternative to the Fourier transform. The 

problem with wavelet based method is that it is in efficient in 

the implementation of convolution filters that are degraded. 

Therefore, later a combination of these two transforms were 

implemented. 

In spatial domain, multi image SR sub category,  

algorithms are mostly concentrated on the aliasing artifacts 

that is present in observed LR images. The representative 

methods in this subcategory include iterative back projection 

(IBP), Projection on to convex sets (POCS), Maximum 

Likelihood(ML) and so on.  

1) Iterative back projection (IBP) based methods 

 In this method, initially a guess for the HR targeted image 

is needed and then it is refined. Such a guess can be obtained 

by registering the LR images over an HR grid and then 

averaging them. This initial guess can be refined by using the  

simulated imaging model with a set of available LR 

observations. Then the error between the simulated LR images 

and the observed ones is obtained and back-projected to the 

coordinates of the HR image to improve the initial guess. In 

this method the back-projected error is the mean of the errors 

that each LR image causes[6,7]. 

  Later this method is improved by replacing the mean of 

the errors by the median to get a faster algorithm. The main 

drawback of these above mentioned method is that the 

response of the iteration need not always converge to one of 

the possible solutions. 

2. Projection on to convex sets(POCS) 

       In the POCS method each LR image imposes apriori 

knowledge on the final solution and this apriori knowledge is 

a closed set. We can use different apriori knowledge with the 

POCS method. Results of these methods need not be accurate, 

if some of the LR images suffer from partial occlusion. But 

this can be improved by using a validity map to disable those 

projections which involve inaccurate information[7,8]. 

3)  Maximum Likelihood(ML) 

         The ML solution of an SR problem, is sensitive to small 

disturbances, such as noise or errors in the estimation of the 

imaging parameters and there might not be a unique solution. 

To deal with these problems, there is some additional 

information needed to constrain the solution. Such 

information can be apriori knowledge about the desired image. 

Then  apriori term can prefer a specific solution  over others 

when the solution is not unique[7,8]. 

4 ) Maximum aposteriori(MAP) 

    MAP, proposed by schultz and stevenson, is a typical 

probabilistic method. In this method the image super-

resolution reconstruction is a problem concerning statistical 

estimation[7,8]. The accuracy of multiple image based SR 

algorithms are highly depend on the estimation accuracy of 

the  motions between the LR observations, which gets more 

unstable in real world applications where different objects in 

the same scene can have different and complex motions. In 

situations like these, single image based SR algorithms are 

better. These algorithms are either reconstruction based 

(similar to multiple image based algorithms) or learning 

based.   

  Learning based single image SR algorithms also known as  

hallucination algorithms. These algorithms are based on 

statistical and machine learning approaches. These algorithms 

contain a training step in which the relationship be tween 

some HR examples (from a specific class like face images, 

fingerprints, etc.) and their LR counter parts are learned. This 

learnet knowledge is then incorporated into the apriori term of 

the reconstruction[9,10].     

Models that are commonly exploited in single image SR 

methods include image smoothness, geometric regularity of 

image structures, gradient profile priors, self-similarity of 

image patches within and across different scales in the same 

image and sparsity. Sparsity suggests that a high-frequency 

signal can be accurately recovered from its corresponding 

low-frequency representation.  

    Priyadarshini D et al. [11] described different methods of  

single image super-resolution and multi image super-

resolution. They discussed  effectiveness of  IBP method in 

computer aided tomography. But results of these methods can 

be improved, if noise detection module is more accurate. 
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    A technical survey conducted by Sung Cheol Park et al. 

[12] explains the SR technology and provides an outline of 

main SR approaches and related issues. The article begins by 

illustrating the need of super-resolution in this era. Then it 

discuss the methods to improve resolution and the research in 

SR algorithms. An observation model to relate input LR 

image and output HR image is formulated. The authors also 

emphasize the role of SR algorithms in compression system.   

   Jian Zhanga et al. [13] described about image super-

resolution via dual-dictionary learning and sparse 

representation. This  method suggest that high frequency(HF) 

to be estimated is considered as a combination of two 

components: main high-frequency (MHF) and residual high-

frequency (RHF), and proposed a  image super-resolution 

method using dual-dictionary learning and sparse 

representation, which consists of the main dictionary learning 

and the residual dictionary learning, to recover MHF and 

RHF respectively.  

   Zhiliang Zhu et al.[14] described fast single image super-

resolution using self-example learning and sparse 

representation. This algorithm uses single image super-

resolution based on self-example learning and sparse 

representation.  They used K-singular value decomposition 

(SVD) algorithm and   straightforward orthogonal matching 

pursuit algorithm.  

 Kevin et al.[15] addressed “neighborhood issue”. They 

discussed about how to find the co-relation between   low 

resolution patches and  their corresponding HR image 

patches, but the results of this method varies based on 

accuracy of both feature extraction process and 

reconstruction function. 

IV.         SUPER-RESOLUTION USING SPARSE 

REPRESENTATION [16,17,18, 19, 20, 21, 22] 

   In sparse coding representation of an image,  the term  

basis is the set of images that capture some features, 

characteristics or  properties of the original image. Linear 

combination of these basis are used to represent an image. Ie 

                                                     n 

                                           X=  Σ   s  I b i                                                                 
            i=1 

 

where x  is the represented image, bi  is i
 th  

basis and si are 

their corresponding coefficients in the linear combination. 

Sparse coding can represent images using only few  active 

coefficients. This makes the sparse representations easy to 

interpret and manipulate, and facilitates efficient content-

based image indexing and retrieval. 

   

  Representing a signal involves the choice of a dictionary, 

which is the set of elementary signals or atoms used to 

decompose the signal. When the dictionary forms a basis, 

every signal is uniquely represented as the linear combination 

of the dictionary atoms and such dictionaries are  over-

complete dictionaries. These dictionaries have more atoms 

than the dimensions of the signal, which promises to 

represent a wider range of signal phenomena. In  sparse 

coding  it allows the basis to be over-complete and the 

coefficients are sparse. Learning a dictionary directly from 

data often leads to a better adaptation of the dictionary and 

has been successful in the applications where pre-defined 

dictionaries either available or applicable.  

 

   The fundamental assumption of sparse representation 

method is that LR image may contain  a large number of 

similar patches(sub image)with same information at both the 

same scale and across different scales. These similar patches 

with the same scale are regarded as patches from different LR 

images, whereas those with different scales are considered as 

HR image [4]. Research on image statistics suggests that 

image patches can be well represented as a sparse linear 

combination of elements from an appropriately chosen over-

complete dictionary and HR output  can be generated from 

the coefficients of sparse representation of  LR image.  

 

   By jointly training two dictionaries for the low- and high-

resolution image patches, we can enforce the similarity of 

sparse representations between the low resolution and high 

resolution image patch pair with respect to their own 

dictionaries. Therefore the sparse representation of a low 

resolution image patch can be applied with the high 

resolution image patch dictionary to generate a high 

resolution image patch.  

     Let D ∈  R
n ˣ k 

 be an over-complete dictionary of K atoms 

(K >> n). Signal  x ∈  R
n 

can be represented as sparse linear 

combination with respect to D. That is, the signal x can be 

written as x = Dα0 where where α0 ∈  R
K
 is a vector with 

very few (« n) nonzero entries. In practice, we can write it as  

.  

  y = Lx = LDα0                 (1)  

 

where  L ∈  R
k×n 

 is a projection matrix. In super-resolution  

context, x is a high-resolution image(patch), while y is its 

low-resolution counter part(or features )extracted from it. If 

the dictionary D is over-complete, then  equation 

  

         x = Dα                                                                (2) 

 

can have  sparsest solution to α0 and it is  unique. Any 

sufficiently sparse linear representation of a high-resolution 

image patch  x in terms of the D can be recovered most 

perfectly from the low- resolution image patch.  

     But the real challenge of  learning-based SR methods lies 

on the selection of proper training data and proper learning 

models for SR from an unseen target image. 

V.       RESULT AND DISCUSSION 

 We implemented interpolation algorithms and a 

learning based algorithm using sparse dictionary in 

MATLAB. A comparative study based on PSNR, SSIM and 

MD are performed. These parameters are computed for 

various interpolation algorithms like nearest neighbor 

interpolation, bilinear interpolation, bicubic interpolation and 

a learning based algorithm using sparse dictionary. 

Experiment is conducted on 512 х 512 standard test images. 
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Results are given in figure 1 and  the quantitative measures 

are tabulated in Table I, Table II, and Table III. The result 

shows that PSNR, SSIM and MD values of learning based 

algorithm using sparse dictionary is superior to interpolation 

based methods. 

 
TABLE I.  PERFORMANCE COMPARISON OF THE 

DIFFERENT APPROACHES  BASED ON PSNR. 

 

 

Nearest 

Neighbor 

Bilinear Bicubic Learning-

based 

Image1 45.65 45.12 44.79 49.34 

Image2 36.56 35.89 35.98 54.5 

Image3 45.9 45.62 45.2 48.65 

Image4 38.59 37.98 38.35 40.53 

TABLE II. PERFORMANCE COMPARISON OF         

 DIFFERENT APPROACHES BASED ON SSIM 

 Nearest 

Neighbor 

Bilinear Bicubic Learning-

based 

Image1 0.97 0.97 0.97 0.99 

Image2 0.95 0.94 0.96 0.99 

Image3 0.97 0.97 0.98 0.99 

Image4 0.93 0.9 0.94 0.99 

 

TABLE III. PERFORMANCE COMPARISON OF DIFFERENT 

APPROACHES BASED ON MD 

 Nearest 

Neighbor 

Bilinear Bicubic Learning-

based 

Image 43 42 66 22.15 

Image2 48 69 96 2.9 

Image3 60 68 104 19.14 

Image4 52 60 77 29.6 

 

            

       I               II               III                IV                   V 

 

 

 

 

 

 

 

Fig.  1.  Resolution enhancement demonstrated on various 

test images.  

 

   (i)Original image  (ii) Nearest Neighbor    (iii)Bilinear 

(iv)Bicubic (v)Learning  based method  

 

VI.            CONCLUSION 

 

In this paper, we have studied several methods of single 

image super resolution. Image quality assessment for  the 

interpolation based  algorithms and a learning based 

algorithm using sparse dictionary is performed and thus 

computed the distortion between two images on the basis of 

their pixel-wise differences. They include  Peak Signal to 

Noise Ratio (PSNR), Maximum Difference (MD), and image 

quality assessment based on structural similarity in terms of 

structural  similarity index(SSIM). From the result we have  

found that learning based SR algorithm using sparse 

dictionary produce better result than other  methods. 
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