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Abstract— The travelling salesman problem (TSP) is a famous 

combinatorial optimization problem where a salesman must find 

the shortest route to n cities and return to a home base city. 

While the TSP restricts itself to one salesman, the mTSP 

generalizes the problem to account for more than one salesman. 

A natural approach for solving this kind of problems is to group 

the cities in clusters where each cluster represent a set of 

adjacent cities then to use one of the well know optimization 

approaches for finding the optimal path route for each cluster we 

have. In this paper we introduce a modified Ant colony 

optimization algorithm for solving the mTSP problem. We used 

the standard TSPLIB data set to compare the performance of the 

proposed algorithm with both basic ACO and genetic algorithm 

approaches and our algorithm showed effective results compared 

by the basic ACO algorithm and competitive results to the 

genetic algorithm approach. 
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I. INTRODUCTION 

The Travelling Salesman Problem (TSP) is a well known 

and important combinatorial optimization problem. The 

solution of this problem is to find the shortest path that visits 

each city in a given list exactly once and then returns to the 

starting city. The multiple traveling salesman problem 

expands the traditional TSP to allow for multiple salesmen. 

Thus, each city must be visited exactly once by any salesman. 

In this approach, cities are clustered together and assigned to 

different salesman, thus converting the Multiple TSP problem 

into n simple TSP problem. Multiple TSP has many 

application areas such as the routing problems, the Pickup, 

Delivery Problem (Christofides [1], Savelsbergh [2]), print 

press scheduling [3] and crew scheduling [4]. Therefore, 

finding an efficient algorithm for the mTSP problem is 

important and induces to improve the solution of any other 

complex routing problems. Also the mTSP can be used to 

solve the problem of multiple traveling robots [5,6]. In mTSP 

problem we have an undirected connected graph including E 

nodes connecting between V vertices; every salesman will 

visit a subset of nodes and return to returns to single depot 

vertex which will produce a tour similar to the simple form of 

TSP problem. The total cost for visiting the nodes by each 

salesman man must be minimized. For each salesman we have 

to assign the optimal ordering of the nodes that represents the 

salesman's tour. The TSP belongs to the class of NP-hard 

problems [7] and MTSP is more difficult than TSP because it 

involves finding a set of Hamilton circuits without sub-tours 

for m(m > 1) salesmen who serve a set of n(n > m) cities so 

that each one will be visited by exactly one salesman.[8] 

 
Fig 1. A solution of simple mTSP [15] 

 

II. RELATED WORKS 

In last few decades, many approaches have proposed to 

solve the mTSP problem. Like the solution in [17] is based on 

branch and bound algorithm. However, because of the 

combinatorial complexity of mTSP problem there is a need to 

apply heuristic methods especially for large scale instances of 

mTSP. In [18] the first heuristic approach was applied. 

Another neural network based approach was presented in [19]. 

In [22] also a Tabu Search (TS) algorithm which is a 

metaheuristic approach used for solving mTSP. Later, genetic 

algorithms were also used for solving the mTSP problem 

[20][21]. 
 

III. K-MEANS ALGORITHM 

One of the most popular clustering methods is k-means 

clustering algorithm. In K means n observations will be 

partitioned into k clusters in a way that each observation 

belongs to the cluster with the nearest mean. First k initialized 

based on the desired number of clusters. Each data point is 

assigned to nearest centroid and the set of points assigned to 

the centroid is called a cluster. Each cluster centroid is 

updated based on the points assigned to the cluster. The 

process will be repeated until the centroids remain the same or 

no point changes clusters. In this algorithm mostly Euclidean 

distance is used to find distance between data points and 

centroids. The main drawback of K-means algorithm is the 

quality of the clustering results highly depends on random 

selection of the initial centroids. For different runs it gives 

different clusters for the same input data.  
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Formally, the goal is to partition the n entities into k sets Si, 

i=1, 2, ..., k in order to minimize the within-cluster sum of 

squares (WCSS), defined as: 

∑  

𝑘

𝑗=1

∑  ‖ 𝑥𝑖
𝑗

−  𝐶𝑗
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𝑖=1

‖2                          (3.1) 

 

where term |xi
j

−  Cj| provides the distance between an entity 

point and the cluster's centroid. The K-Means is a greedy, 

computationally efficient technique, being the most popular 

representative-based clustering algorithm. The k-means 

clustering algorithm is as follows: 
 

1. Initialize cluster centroids 𝜇1, 𝜇1, … . . , 𝜇𝑘 𝜖 𝑅𝑛  randomly. 
 

2. Repeat until convergence: { 
 

 For every i, set 

 

C(i) ≔ arg min
j

‖x(j) − 𝐶𝑗‖2 

              For each j, set 

 𝜇𝑗 =
∑  1 {C(i) = j  }m

1  x(i)

∑ 1 {C(i)   =  j }
𝑚

𝑛=1

 } 

 

IV. ANT COLONY OPTIMIZATION 

Ant Colony Optimization (ACO) is a swarm intelligence 

method that uses metaheuristic optimizations. The main 

principle of ACO is the natural behaviour of ants when they 

seek a path between their colony and a source of food. When 

one of the tasks ants seeking for food it deposits a chemical 

substance called pheromone in the ground. This substance 

helps the ant to find the return way and allow other ants to 

know the way they have taken. The main idea is that 

pheromone density becomes higher on shorter paths. 

Pheromone evaporation helps also in avoiding the 

convergence to a locally optimal solution. Because pheromone 

represents a positive feedback so when one ant finds a good 

path the other ant will more likely follow it and also give a 

feedback about the quality of that path. [10] 

The first ACO algorithm was called Ant System (AS) [11]. 

Later many developments appeared like the Ant Colony 

System (ACS) by Dorigo and Gambardella [12]. The pseudo-

code for the ACO algorithm is as follows:  
 

The Ant Colony Optimization Metaheuristic:   

Initialize parameters,  

initialize pheromone trails   

 while termination condition not met do 

 ConstructAntSolutions 

 ApplyLocalSearch (optional) 

 UpdatePheromones   

 end while  
 

The difference between AS and ACS is the transition rule, 

In AS we use the transition rule which is given in (3.1). 
 

  
 

 

(4.1) 
 

 

 

Where: 

ij  is the amount of pheromone trail between on edge i,j,  

ij  is the desirability or visibility of edge i,j ( ij  = 1 / ijd ), 

 α is a parameter to control the influence of τij, 

 β is a parameter to control the influence of ij , 

ijd  is the distance between city i and city j,  

  is the set of unvisited cities. 

 

Whereas in ACS we use another transition rule which is given 

below: 

  

(4.2) 

 

Where q is a random variable uniformly distributed in [0, 1]. 

According to (4.2) ant k at city i chooses to move to city j with 

best edge using pheromone trail and heuristic value with q0 

probability. Otherwise it selects a random city in its 

neighbourhood using a transition rule as mentioned in (4.1). 

Also another difference we see in (4.2) is that the α parameter 

has been set as constant in the best value which is 1.[16] 

 

When all the ants have completed a solution, the trails are 

updated by: 

  

(4.3) 

Where ij  is the amount of pheromone deposited for a state 

transition ij and


 is the pheromone evaporation coefficient. 

While 
)(tk

ij is the amount of pheromone deposited by thk  

ant typically given for a TSP problem by: 

 

  

(4.4) 

 

Where kL  is the cost of the thk  ant's tour (typically length) 

and Q is a constant. It is assumed that for every tour all ants 

have the same pheromone amount. In this way, the ants with 

the shortest tour store more pheromone. 

 

While we run the ACO algorithm, the value of the 

pheromones may goes extremely small or high. If the value is 

very small that means the correspondence arc mostly will not 

be selected again, also if it is very large that will lead to 

construct the same solution again. That is why it has been 

suggested to set upper and lower bounds on the pheromones.  

The authors in [23] defined the first mechanism for the 

pheromone bounds as shown below: 

  

(4.5) 
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Where F* is the total cost of the best solution found so far and


 is the pheromone evaporation coefficient. 
 

  

(4.6) 

 

Where decP is the probability of constructing the best solution 

and n is the number of the components of the solution. When a 

new global best solution is found, min must be updated. [24] 
 

To improve the results of ACO we can apply local search or 

modify the number of ants. But it has a disadvantage which is 

the computational time. 
 

V. THE PROPOSED ALGORITHM 

In this section, we propose an algorithm that combines the 

benefits of k-means clustering and ACO algorithm for solving 

the mTSP problem. In our algorithm in the first step we make 

m cluster using k-means algorithm where m is equals to the 

number of the salesmen in the mTSP problem and for each 

cluster we solve it independently using the modified ACO 

algorithm. We modified the ACO algorithm as follows: 

 

1. The proposed pheromone update rule is: 

 

𝜏𝑖𝑗(𝑡 + 1) = (1 − 𝜌)𝜏𝑖𝑗(𝑡)
z

10∗(⌊log10 z⌋+1)
+ ∑ ∆𝜏𝑖𝑗

𝑘 (𝑡)m
k=1   (5.1) 

 

  

(5.2) 

 

Where kL  is the cost of the thk  ant's tour. In this way, the 

decreasing of the pheromone will be less as we go near by 

more optimized solutions. 

 

2. Applying a crossover operation pheromone update: 

 

In genetic algorithms, crossover (also called recombination) 

combines parts of two or more parental solutions to create 

new, possibly better solutions. Crossover point(s) is 

determined stochastically. The crossover operation could be in 

a single point or double point as shown in the Figure 2 and 

Figure 3. 

Parent 1 1 0 0  1 0 0 1 1 0 

Parent 2 0 1 1  0 0 1 0 0 1 

 

Child 1 1 0 0  0 0 1 0 0 1 

Child 2 0 1 1  1 0 0 1 1 0 
                              Fig 2. Single Point Crossover 

 

 

Parent 1 1 0 0  1 0 0 1  1 1 0 

Parent 2 0 1 1  0 0 1 0  0 0 1 

 

Child 1 1 0 0  0 0 1 0  1 1 0 

Child 2 0 1 1  1 0 0 1  0 0 1 

 
Fig 3. Double Point Crossover 

In our algorithm after each update to the pheromone 

amount we apply double point crossover if its value higher 

than the mean value of the global existing pheromones.. The 

pseudo-code for the modified ACO algorithm is as follows: 

 

Modified ACO algorithm:  

   Initialize parameters, 

   initialize pheromone trails   

   while termination condition not met do 

   ConstructAntSolutions  

   UpdatePheromones 

   CrossoverPheromones 

   If the Crossovered Pheromones gives a better solution 

           Then UpdatePheromones 

       end while 
 

VI. EXPERIMENTAL RESULTS  

In this part we compare the results we got with basic ACO 

algorithm and Genetic algorithm approaches. For the purpose 

of comparing the performance of our modified algorithm we 

used a function that generates cities with the same coordinates. 

Table 1. Comparing the results  

 

Method 

 

Cities 

K Based Best Distance 

K = 2 K=3 K=4 

ACO 25 2396,55 2464,73 1873,02 

Modified ACO 25 1551,28 1516,35 1603,41 

Genetic Algorithm 25 1742,33 1621,51 1984,51 

ACO 50 5233 4093,18 3329,23 

Modified ACO 50 2006,59 2047,41 2201,19 

Genetic Algorithm 50 2775,55 2283,82 2184,93 

ACO 75 6207,52 4768,43 4228,98 

Modified ACO 75 2278,76 2288,1 2216,37 

Genetic Algorithm 75 3902,75 3390,4 2701,27 

 

According to the experimental results shown in table 1 we see 

that the modified algorithm gives better results than the basic 

ACO algorithm and also give competitive results compared by 

the genetic algorithm.  

 

 
                    

Fig 4.Comparison of the experimental results 

 

In Figure 4 an instance of solving mTSP problem using the 

modified ACO algorithm with 40 cities and 4 salesmen where 

the big red points represent the correspondence centroid for 

each cluster. 

The most competitive results were achieved by the 

modified ACO and the genetic algorithm approach. In Figure 

4 we see an instance of solving mTSP problem using TSP. 

The instance includes 50 different cities and 3 salesmen. 
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Fig 5. An instance of solving mTSP problem by  

the genetic algorithm approach 

 

Whereas in Figure 5 we see the solution of the same 

instance by the modified ACO approach. 

 

 
 

Fig 6. An instance of solving mTSP problem by  
the modified ACO approach 

 

As a part of the test we also used 5 different TSPLIB 

instances to compare the performance of the modified ACO 

algorithm with other methods. TSPLIB is a library of standard 

instances for the TSP (and related problems) from various 

sources and of various types.[14] 

 

According to the experimental results shown in table 2 we 

noticed that the modified algorithm gives at most the best 

minimum distances compared with both of ACO and genetic 

algorithm approaches. 

 

 

 

 

 

 

 

 

 

Table 2. The computational results of benchmark problems 

 
Method 

TSPLIB 
instance 

K Based Best Distance 

K = 2 K=3 K=4 

ACO att48  71151,36   51032,81 42169,88 

Modified 

ACO 

att48  31585,43 28987,8 28510,82 

Genetic 
Algorithm 

att48  50725,81   49709,78 47083,53 

ACO berlin52   16354,02  11726,73 8820,24 

Modified 

ACO 

berlin52 7005,27 6409,53 6397,56 

Genetic 
Algorithm 

berlin52 11066,69 10898,75 11736,74 

ACO pr76  309514,32 265550,49  207333,11 

Modified 

ACO 

pr76  107261,01 100134,33 97405,06 

Genetic 

Algorithm 

pr76 184176,1 170857,76 168717,69 

ACO rat99 3980,43 3328,02 2814,74 

Modified 

ACO 

rat99 1301,58 1222,17 1210,58 

Genetic 

Algorithm 

rat99 2487,64 1970,48 1945,36 

ACO bier127  425016,29 349770,9 294273,77 

Modified 
ACO 

bier127 115048,5 115281,69 105762,11 

Genetic 

Algorithm 

bier127 282343,86 257228,63 233708,3 

 

VII. CONCLUSIONS 

In this paper, a new version of ant colony optimization (ACO) 

algorithm has been proposed for solving the mTSP problem. 

The modified algorithm is based on the crossover concept 

used in genetic algorithm approach. Our algorithm has been 

tested using the standard TSPLIB instances and compared 

with the basic ACO and genetic algorithm approaches and 

shows a good performance and also can be applied in different 

areas for the future use. The future work will be focus on 

combining the modified ACO with local search strategy in 

order to improve the solution quality. 
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