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Abstract 
 

Correlation study is at the heart of time-varying 

multivariate volume data analysis and visualization. 

Document clustering is related to data clustering 

concept which is one of data mining tasks and 

unsupervised classification. Clustering is a useful 

technique that organizes a large quantity of unordered 

text documents into a small number of meaningful and 

coherent clusters, thereby providing a basis for 

intuitive and informative navigation and browsing 

mechanisms. It is often applied to the huge data in 

order to make a partition based on their similarity. 

Initially, it used for Information Retrieval in order to 

improve the precision and recall from query. It is very 

easy to cluster with small data attributes which 

contains of important items. Furthermore, document 

clustering is very useful in retrieve information 

application in order to reduce the consuming time and 

get high precision and recall. Therefore, we propose to 

integrate the information retrieval method and 

document clustering as concept space approach. The 

method is known as Latent Semantic Index (LSI) 

approach which used Singular Vector Decomposition 

(SVD) or Principle Component Analysis (PCA). The 

aim of this method is to reduce the matrix dimension by 

finding the pattern in document collection with refers to 

concurrent of the terms. Each method is implemented 

to weight of term-document in vector space model 

(VSM) for document clustering. 

Keywords: Similarity measures partitioned clustering, 

text clustering. 

1. Introduction  
The abundant texts flowing over the Internet, huge 

collections of documents in digital libraries and 

repositories, and digitized personal information such as 

blog articles and emails are piling up quickly every 

day. These have brought challenges for the effective 

and efficient organization of text documents. Clustering 

in general is an important and useful technique that 

automatically organizes a collection with a substantial 

number of data objects into a much smaller number of 

coherent groups [8, 20]. In the particular scenario of 

text documents, clustering has proven to be an effective 

approach for quite some time and an interesting 

research problem as well. It is becoming even more 

interesting and demanding with the development of the 

World Wide Web and the evolution of Web 2.0. For 

example, results returned by search engines are 

clustered to help users quickly identify and focus on the 

relevant set of results. Customer comments are 

clustered in many online stores, such as Amazon.com, 

to provide collaborative recommendations. In 

collaborative bookmarking or tagging, clusters of users 

that share certain traits are identified by their 

annotations. Text document clustering groups similar 

documents that to form a coherent cluster, while 

documents that are different have separated apart into 

different clusters. However, the definition of a pair of 

documents being similar or different is not always clear 

and normally varies with the actual problem setting. 

For example, when clustering research papers, two 

documents are regarded as similar if they share similar 

thematic topics. When clustering is employed on web 

sites, we are usually more interested in clustering the 

component pages according to the type of information 

that is presented in the page.  

For instance, when dealing with universities’ 

web sites, we may want to separate professors’ home 

pages from students’ home pages, and pages for 

courses from pages for research projects. This kind of 

clustering can benefit further analysis and utilize of the 

dataset such as information retrieval and information 

extraction, by grouping similar types of information 

sources together. Accurate clustering requires a precise 

definition of the closeness between a pair of objects, in 

terms of either the pair wised similarity or distance. A 

variety of similarity or distance measures have been 

proposed and widely applied, such as cosine similarity 

and the Jaccard correlation coefficient. Meanwhile, 

similarity is often conceived in terms of dissimilarity or 

distance as well [15]. Measures such as Euclidean 

distance and relative entropy have been applied in 

clustering to calculate the pair-wise distances. Given 

the diversity of similarity and distance measures 

available, their effectiveness in text document 

clustering is still not clear. Although Strehl et al. 

compared the effectiveness of a number of measures 

[17], our experiments extended their work by including 

more measures and experimental datasets, such as the 
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averaged Kullback-Leibler divergence, which has 

shown its effectiveness in clustering text and attracted 

considerable research interest recently. More 

specifically, we evaluated five measures with empirical 

experiments: Euclidean distance, cosine similarity, 

Jaccard coefficient, Pearson correlation coefficient and 

averaged Kullback-Leibler divergence. Each of the 

measures are further discussed. In order to come up 

with a sound conclusion we have performed an 

empirical evaluation with seven data sets that each have 

different characteristics. They contain such things as 

newspaper articles, newsgroup posts, research papers, 

and web pages. They all come with a set of 

categorizing labels, with one category attached to each 

document. These pre-assigned labels are very useful for 

cluster validation; we use them to measure the 

consistency between the resulting clusters and the 

categories created by human experts. 

We use two measures to evaluate the overall 

quality of clustering solutions purity and entropy, 

which are commonly used in clustering [23, 22]. 

However, manually assigned labels are normally not 

available in clustering, and in these case other measure 

such as within-cluster distances and between clusters 

distances [13] can be used for evaluation. These are not 

used in this paper because all the datasets already have 

labels. 

 

2. Related Work 
2.1 Similarity Measures 
Before clustering, a similarity/distance measure must 

be determined. The measure reflects the degree of 

closeness or separation of the target objects and should 

correspond to the characteristics that are believed to 

distinguish the clusters embedded in the data. In many 

cases, these characteristics are dependent on the data or 

the problem context at hand, and there is no measure 

that is universally best for all kinds of clustering 

problems. Moreover, choosing an appropriate similarity 

measure is also crucial for cluster analysis, especially 

for a particular type of clustering algorithms. For 

example, the density-based clustering algorithms, such 

as DBScan [4], rely heavily on the similarity 

computation. Density-based clustering finds clusters as 

dense areas in the data set, and the density of a given 

point is in turn estimated as the closeness of the 

corresponding data object to its neighbouring objects. 

Recalling that closeness is quantified as the 

distance/similarity value, we can see that large number 

of distance/similarity computations are required for 

finding dense areas and estimate cluster assignment of 

new data objects. Therefore, understanding the 

effectiveness of different measures is of great 

importance in helping to choose the best one. In 

general, similarity/distance measures map the distance 

or similarity between the symbolic description of two 

objects into a single numeric value, which depends on 

two factors the properties of the two objects and the 

measure itself. In order to make the results of this study 

comparable to previous research, we include all the 

measures that were tested in [17] and add another one 

the averaged Kullback-Leibler divergence. These five 

measures are discussed below. Different measure not 

only results in different final partitions, but also 

imposes different requirements for the same clustering 

algorithm. 

 

2.2 Metric 

Not every distance measure is a metric. To qualify as a 

metric, a measure d must satisfy the following four 

conditions. Let x and y be any two objects in a set and 

d(x, y) be the distance between x and y. 

1. The distance between any two points must be 

nonnegative, that is, d(x, y) _ 0. 

2. The distance between two objects must be zero if and 

only if the two objects are identical, that is, d(x, y) = 0 

if and only if x = y. 

3. Distance must be symmetric, that is, distance from x 

to y is the same as the distance from y to x, ie. 

d(x, y) = d(y, x). 

4. The measure must satisfy the triangle inequality, 

which is d(x, z) _ d(x, y) + d(y, z). 

2.3 Cosine Similarity 

When documents are represented as term vectors, the 

similarity of two documents corresponds to the 

correlation between the vectors. This is quantified as 

the cosine of the angle between vectors, that is, the so-

called cosine similarity. Cosine similarity is one of the 

most popular similarity measure applied to text 

documents, such as in numerous information retrieval 

applications [21] and clustering too [9]. Given two 

documents ta and tb , their cosine similarity is 

 

Where ta and tb are m-dimensional vectors over the 

term set T = {t1, . . . , tm}. Each dimension represents a 

term with its weight in the document, which is non-

negative. As a result, the cosine similarity is non-

negative and bounded between [0, 1]. An important 

property of the cosine similarity is its independence of 

document length. For example, combining two 

identical copies of a document d to get a new pseudo 

document d0, the cosine similarity between d and d0 is 

1, which means that these two documents are regarded 
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to be identical. Meanwhile, given another document l, d 

and d0 will have the same similarity value to l, that is, 

sim ( td ,tl ) =sim(td0 ,tl ). In other words, documents 

with the same composition but different totals will be 

treated identically. Strictly speaking, this does not 

satisfy the second condition of a metric, because after 

all the combination of two copies is a different object 

from the original document. However, in practice, 

when the term vectors are normalized to a unit length 

such as 1, and in this case the representation of d and 

d0 is the same.  

2.4 Clustering algorithm 

For all subsequent experiments, the standard K-means 

algorithm is chosen as the clustering algorithm. This is 

an iterative partitioned clustering process that aims to 

minimize the least squares error criterion [15]. As 

mentioned previously, partitioned clustering algorithms 

have been recognized to be better suited for handling 

large document datasets than hierarchical ones, due to 

their relatively low computational requirements [16, 9, 

3]. The standard K-means algorithm works as follows. 

Given a set of data objects D and a pre-specified 

number of clusters k, k data objects are randomly 

selected to initialize k clusters, each one being the 

centroid of a cluster. The remaining objects are then 

assigned to the cluster represented by the nearest or 

most similar centroid. Next, new centroids are re-

computed for each cluster and in turn all documents are 

re-assigned based on the new centroids. This step 

iterates until a converged and fixed solution is reached, 

where all data objects remain in the same cluster after 

an update of centroids. The generated clustering 

solutions are locally optimal for the given data set and 

the initial seeds. Different choices of initial seed sets 

can result in very different final partitions. Methods for 

finding good starting points have been proposed [1]. 

However, we will use the basic K-means algorithm 

because optimizing the clustering is not the focus of 

this paper. The K-means algorithm works with distance 

measures which basically aims to minimize the within-

cluster distances. Therefore, similarity measures do not 

directly fit into the algorithm, because smaller values 

indicate dissimilarity. The Euclidean distance and the 

averaged KL divergence are distance measures, while 

the cosine similarity, Jaccard coefficient and Pearson 

coefficient are similarity measures. We apply a simple 

transformation to convert the similarity measure to 

distance values. Because both cosine similarity and 

Jaccard coefficient are bounded in [0, 1] and 

monotonic, we take D = 1 − SIM as the corresponding 

distance value. For Pearson coefficient, which ranges 

from −1 to +1, we take D = 1 − SIM when SIM _ 0 and 

D = |SIM| when SIM < 0.  

 

Singular Value Decomposition (SVD) 

The singular value decomposition is a method whi8ch 

can fi8nd the patterns in the matrix and identify which 

words and documents are similar to each other. It 

creates the new matrices from term (t)x document   (d) 

matrix A that are matrices U, ∑ and V such that 

A=USV
T
 which can be illustrated. The SVD matrix 

shows where U has orthogonal, unit-length column 

(U
T
U=I and it is called right singular vectors, unit-

length column (V
T
V=I) and ∑ is diagonal matrix (k x 

k) of singular values, where k is the rank of 

A(≤min(t,d). generally, A=U∑V
T
 matrix must all be the 

full rank the amount of dimension reduction, k need to 

choice correctly in order to represent the real structure 

in the data. 

Principal Component Analysis PCA 

 Principal component analysis is a method to find k 

―principal axes‖ which are othonkormal coordinate 

systems that can capture most of the variance in data. 

Basically, PCA is formed from singular Vector 

Decomposition (SVD) on the covariance matrix which 

used Eigen vector or value of covariance matrix. 

 

3. Performance Evaluation 

In order to know the performance for quality of 

clustering, there are two measurements which are F-

measure and entropy [17]. This basic idea is from 

information retrieval concept. In this technique, each 

cluster is considered as if it were the result of query and 

each class as if it were the desired set of documents for 

the query. Furthermore, the formulation of F-measure 

involves Precision and recall for each cluster j and class 

i are as follows: 

 
Where nij is the number of documents with class label i 

in cluster j, ni is the number of documents with class 

label I and nj is the number of documents in cluster j. 

Thus, the F-measure cluster j and class i is obtained as 

this below equation: 

 
The higher f-measure is the higher accuracy of cluster, 

includes precision and recall. Another measurement 

which related to the internal quality of clustering is 

entropy measurement (and it can 

be formulated: 
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Where, P (i, j) is probability that a document has class 

label I and is assigned to cluster j. Thus, the total 

entropy of clusters is obtained by summing the 

entropies of each cluster weighted by the size of each 

cluster:  

 
Where, nj is size of cluster j and n is total document 

number in the corpus. The lower value of entropy, the 

higher quality of cluster internally. 

 

3.1 Level-of-Detail Correlation Exploration 

The level-of-detail exploration of correlation clusters 

with the hierarchical quality threshold algorithm. 

Samples that are not in the current level being explored 

can be either hidden or de-emphasized respectively. 

Parallel coordinates show the correlation relation 

quantitatively. In our case, the number of axes in a 

level equals the number of samples. The thickness of 

each axis is in proportion to the number of samples it 

contains in the next level, which provides hint for user 

interaction. The user can simply click on an axis to see 

the detail or double click to return. For each level in the 

parallel coordinates, we sort the axes by their similarity 

so that sample correlation patterns can be better 

perceived. The samples along the path from the root to 

the current level are highlighted in white and green in 

the volume and parallel coordinates views, 

respectively. By linking the parallel coordinates view 

with the volume view, we enable the user to explore the 

hierarchical clustering results in a controllable and 

coordinated fashion. 

4. Conclusion  
The document clustering can be applied using concept 

space and cosine similarity. In this paper found that 

except for the Euclidean distance measure, the other 

measures have comparable effectiveness for the 

partitioned text document clustering task. Pearson 

correlation coefficient and the averaged measures are 

slightly better in that their resulting clustering solutions 

are more balanced and have a closer match with the 

manually created category structure. Meanwhile, the 

Jaccard and Pearson coefficient measures find more 

coherent clusters. Despite of the above differences, 

these measures’ overall performance is similar. 

Considering the type of cluster analysis involved in this 

study, which is partitioned and require a similarity or 

distance measure, we can see that there are three 

components that affect the final results—representation 

of the objects, distance or similarity measures, and the 

clustering algorithm itself. 
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