
Speech/Music Classification using Subband 

Coding and AANN  

 
R. Thiruvengatanadhan 

Department of Computer Science and Engineering 

Annamalai University 

Annamalainagar, Tamilnadu, India 

  

 

 
Abstract— The audio refers to speech, music as well as any 

sound signal and their combination. Automatic audio 

classification is very useful in audio indexing; content based 

audio retrieval and online audio distribution. The accuracy of 

the classification relies on the strength of the features and 

classification scheme. In this work, Subband Coding (SBC) 

features are extracted from the input signal. After feature 

extraction, classification is carried out, using Autoassociate 

neural network (AANN) model. The proposed feature extraction 

and classification models results in better accuracy in 

speech/music classification. 
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I. INTRODUCTION 

Audio refers to speech, music as well as any sound signal 

and their combination. Audio consists of the fields namely file 

name, file format, sampling rate, etc. To compare and to 

classify the audio data effectively, meaningful information is 

extracted from audio signals which can be stored in a compact 

way as content descriptors. These descriptors are used in 

segmentation, storage, classification, reorganization, indexing 

and retrieval of data.  
The need to automatically classify, to which class an audio 

sound belongs, makes audio classification and categorization 

an emerging and important research area [1]. During the  

recent years, there have been many studies on automatic audio 

classification using several features and techniques. A data 

descriptor is often called a feature vector and the process for 

extracting such feature vectors from audio is called audio 

feature extraction. Usually a variety of more or less complex 

descriptions can be extracted to feature one piece of audio 

data.  The efficiency of a particular feature used for 

comparison and classification depends greatly on the 

application, the extraction process and the richness of the 

description itself. Digital analysis may discriminate whether 

an audio file contains speech, music or other audio entities. A 

method is proposed in [2] for speech/music discrimination 

based on root mean square and zero crossings. 

II. SUBBAND CODING 

Acoustic feature extraction plays an important role in 

constructing an audio classification system. The aim is to 

select features which have large between class and small 

within class discriminative power. Discriminative power of 

features or feature sets tells how well they can discriminate 

different classes.   

Stress is termed as perceptually induced deviation in the 

production of speech from that of the conventional production 

of speech. The excitation plays a vital role in determining the 

stress information present in the speech signal rather than 

vocal tract in the linear modeling [3]. Based on the knowledge 

of stress and its types, the additional information has been 

incorporated into the speech system which increases the 

performance of the system. 

Subband Coding (SBC) incorporates the excitation in the 

speech signal whereas mel-scale analysis incorporates 

properties of human auditory system [4].  In this work a set of 

features are extracted based on the multi-rate subband analysis 

or wavelet analysis of stressed speech. The Discrete Cosine 

Transform (DCT) of subband energy for each frame in the 

speech signal is extracted using perceptual wavelet packet 

transform.  

 
 

Fig. 1. SBC Feature Extractions.. 

 

This wavelet packet transform can be achieved by two 

filter banks: low pass filter and high pass filter respectively 

[5]. The current work is focused to obtain the high energy 

information in the cascaded filter bank with its wavelet packet 

tree [6]. Fig.1 shows the block diagram of the extraction 

procedure of SBC feature. 

III. AUTOASSOCIATIVE NEURAL NETWORK 

(AANN) 

Autoassociative Neural Network (AANN) model consists 

of five layer network which captures the distribution of the 

feature vector as shown in Fig. 2. The input layer in the 

network has less number of units than the second and the 

fourth layers. The first and the fifth layers have more number 

of units than the third layer [7]. The number of processing 

units in the second layer can be either linear or non-linear. 

But the processing units in the first and third layer are non-

linear. Back propagation algorithm is used to train the 

network [8]. 

The activation functions at the second, third and fourth 

layer are nonlinear. The structure of the AANN model used 
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in our study is 12L 24N 4N 24N 12L for capturing the 

distribution of acoustic features, where L denotes a linear 

unit, and N denotes anon-linear unit. The integer value 

indicates the number of units used in that layer [9].  The non-

linear units use tanh(s) as the activation function, where s is 

the activation value of the unit. Back propagation learning 

algorithm is used to adjust the weights of the network to 

minimize the mean square error for each feature vector [10]. 

 

 
 

Fig. 2. Auto associate neural network. 

IV. EXPERIMENT AND RESULTS 

A. The database 

Performance of the proposed audio change point detection 

system is evaluated using the Television broadcast audio data 

collected from Tamil channels, comprising different 

durations of audio namely speech and music from 5 seconds 

to 1 hour.  The audio consists of varying durations of the 

categories, i.e. music followed by speech and speech in 

between music etc., Audio is sampled at 8 kHz and encoded 

by 16-bit. 

B. Acoustic feature extraction 

The feature is extracted from each frame of the audio by 

using the feature extraction techniques. Here the SBC 

features are taken. An input wav file is given to the feature 

extraction techniques. The feature values will be calculated 

for the given wav file. The feature values for all the wav files 

will be stored separately for speech and music. 

C. Classification 

An AANN model is used to capture the distribution of six 

dimensional spectral and six dimensional of SBC features 

respectively. The feature vectors are given as input and 

compared with the output to calculate the error. In this 

experiment the network is trained for 500 epochs. The 

confidence score is calculated from the normalized squared 

error and the category is decided based on highest confidence 

score. The network structures 12L 24N 4N 24N 12L gives a 

good performance and this structure is obtained after some 

trial and error. Fig. 3 shows the performance of AANN for 

speech/music classification for various durations of training 

data. 

 

 
 

Fig. 3. Performance of AANN for Speech/Music Classification. 

V. CONCLUSION 

In this paper, we have proposed an speech/music 

classification system using AANN.  SBC is calculated as 

features to characterize audio content. AANN learning 

algorithm has been used for the classification of speech and 

music by learning from training data. The confidence score is 

calculated from the normalized squared error and the 

category is decided based on highest confidence score 

between speech and music by learning from training data. 

Experimental results show that the proposed audio AANN 

learning method has good performance in speech/music 

classification scheme is very effective and the accuracy rate 

is 92%. 
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