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Abstract— Diabetes mellitus is one of the most serious health
challenges in both developing and developed countries. It has
become leading cause of death. Detection of diabetes with optimal
cost and better performance is the need of the age. Medical data
are multidimensional; hence data pre-processing step is applied
to high dimensional data. Feature selection is a pre-processing
step that is applied to high dimensional dataset to reduce number
of dimensions by selecting the most informative features that
influence the diagnosis of the disease. The Pima Indian diabetic
database at the UCI machine learning laboratory has become a
standard dataset for testing data mining algorithms to see their
prediction accuracy in diabetes data classification. The F-score
feature selection method and k-means clustering select the
optimal feature subsets of the medical datasets that enhances the
performance of the Support Vector Machine classifier. The
performance of the SVM classifier is empirically evaluated on the
reduced feature subset of Diabetes dataset. Then performance is
validated using four parameters namely the Accuracy of the
classifier, Area Under ROC (Receiver operating characteristics)
Curve, Sensitivity and Specificity.

Keywords— Feature selection, data mining, F-score, SVM
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l. INTRODUCTION

Diabetes mellitus, describes a group of metabolic
diseases in which the person has high blood glucose (blood
sugar), either because insulin production is inadequate, or
because the body's cells do not respond properly to insulin, or
both. This leads to various diseases including heart disease,
kidney disease, blindness, nerve damage and blood vessels
damage. So there is need for diabetes detection increasing
today.

Medical data mining is process of finding useful
pattern that helps in medical diagnosis. Data mining is the
process of extraction of knowledge. So, the predictability of
disease will become more effective and early detection of
disease will help in patient care. Data classification is one of
the tasks in data mining. We try to design a classifier that
detects diabetes with optimal cost and better performance.
Data pre-processing is required to prepare the data for data
mining and machine learning to increase the predictive
accuracy. Data pre-processing procedures could reduce the
amount of data to be analyzed without losing any critical
information, improve the quality of the data, enhance the
performance of the actual data mining algorithms and reduce
the execution time of mining algorithms [1]. Finally Based on
reduced dataset classifier detects diabetes disease.
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A. Pima Indian Diabetes Dataset

The Pima Indian Diabetes data set was selected from a larger
data set held by the National Institutes of Diabetes and
Digestive and Kidney Diseases [1, 2].

There are eight clinical findings (features):

1. Number of times pregnant

2. Plasma glucose concentration a 2 h in an oral glucose
tolerance test

3. Diastolic blood pressure (mm Hg)

. Triceps skin fold thickness (mm)

. Two hour serum insulin (mu U/ ml)

. Body mass index

. Diabetes pedigree function

. Age (years).

. Class variable 0 or 1
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The binary response variable (Class variable) takes
the values 0 or 1, where 1 means tested positive for diabetes
and 0 means tested negative for diabetes. The Pima Indian
diabetes dataset is widely used for testing classification
algorithm.

There are total 768 instances are there in data set.
There are 268 instances are diabetes positive and 500
instances are diabetes negative. We have to populate the
database by the above data set for diabetes predication.

B. Various methods of Diabetes prediction

o Feature selection methods

Feature selection is a data pre-processing step applied
to diabetes dataset. It selects subset of features from whole
feature set based on some statistical score and removes
redundant features that do not contribute to performance.

There are three main approaches in feature selection:
filter, wrapper, and embedded methods [20]. Filter methods
select high ranked features based on a statistical score as a pre-
processing step. Wrapper and embedded approach require
considering the design of a classifier to select subset of
features. Various filtering methods like F-score [1], reliefF [3]
are available for feature selection.

We apply data mining techniques to extract
knowledge from medical data. Generally medical data are high
dimensional. If diabetes dataset contains irrelevant and
redundant features then classification result is less accurate.
To improve classification accuracy we apply feature selection
to dataset. Here we apply Fast correlation based filter that try
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to select small no of features that is also optimal feature
subset.

F-score is one of the filtering methods. The F-score
method uses the F-score values to measure the discriminating
power of individual features in the database in respect to class
labels [1]. F-score method calculates F-score of all the features
of dataset. Based on the estimated values all features are
arranged in descending order of importance. The features with
high rank are known as most informative features. In feature
selection we select most informative features. Then one
feature is removed at a time and K-means clustering is
applied. Clustering error is used as performance indicator to
select optimal feature subset from different subsets. Plasma
glucose concentration, body mass index and age form optimal
feature subset as a result of feature selection. So feature
selection methods reduce no of dimensions of dataset.

Classification methods make use of attributes in the
process of classification. Wrapper methods uses classification
algorithm to select the optimal attributes. New hybrid
approach comprising of two conventional machine learning
algorithms has been proposed to carry out attribute selection
[4]. GA is evolutionary algorithm searches for the most
promising attributes. Then SVM determine fitness value of
each attribute. The fitness value of attributes is used to select
optimal feature subset.

In short filtering method removes undesirable
features before classification begins while the wrapper method
apply classification algorithm to select optimal features.
Wrapper method gives higher classification accuracy. The
only drawback of the wrapper approach would be a longer
runtime because the ML algorithm has to run iteratively in the
search for the attribute subsets [4].

Recursive feature elimination with support vector
machine is based on the embedded method. It is iterative
process. It removed redundant features during iteration.
However, this algorithm is limited theoretically to the linear
kernel in SVM, because it is difficult to calculate the weight
vector for a non-linear kernel because of the kernel
characteristics of the implicit mapping [3].

. Classification methods

A medical diagnosis is a classification process.
Classification methods aim to predict diabetes. It tries to
assign a class to previously unseen record as accurately as
possible.

In recent times, machine learning and data mining
techniques have been considered to design automatic
diagnosis system for diabetes. Recently, there are many
methods and algorithms used to mine biomedical datasets for
hidden information including Neural networks (NNs),
Decision Trees (DT), Fuzzy Logic Systems, Naive Bayes,
SVM, cauterization, logistic regression and so on[5].

Support Vector machine is one of the supervised
learning used in classification problem. Given a set of points
belonging to either one of the two classes, an SVM finds a
hyper plane having the largest possible fraction of points of
the same class on the same plane. This separating hyper plane
is called the optimal separating hyper plane (OSH). It
maximizes the distance between the two parallel hyper planes.
Minimize the risk of misclassification. SVMs can efficiently
perform non-linear classification using what is called the
kernel trick, implicitly mapping their inputs into high-
dimensional feature spaces [5].

When the training samples are linearly separable,
SVM vyields the optimal hyper plane that separates two classes
with no training error, for linearly non separable cases, there is
no such a hyper plane that is able to classify every training
point correctly. However the optimization idea can be
generalized by introducing the concept of soft margin [7].
RBF kernel is used for non linear classification. Use cross-
validation to find the best parameter C and y. Use the best C
and y to train the whole training set.

Other forms of algorithms like neural networks create
very complex models to solve problems but are difficult to
analyse theoretically [4]. There has been wide spectrum of
work on developing ANN based classification models
consisting of many hidden layers and large number of neurons
in the hidden layers [15]. More no of hidden layers and more
neurons give good result but increase cost of computation.

C. Comparison of various diabetes prediction methods
Table 1.3.1 Comparison of various methods and performance measure of diabetes prediction

Authors Feature selection Classification method Accuracy Sensitivity Specificity AUC
B. Sarojini, N. f-SCORE SVM 98.9247 99.33 98.73 0.997
Ramaraj
B. Sarojini, N. FCBF SVM 77.474 ; 0.8344
Ramaraj
ReliefF, SVM-RFE,
Baek Hwan Choet | o1 citivity analysis with SVM 83.4 50.20 996 0.784
al.
SVM
K.C. Tan et al. GA SVM 78.26 - -
Manaswini Pradhan GA ANN 73.83 - -
etal.
IJERTV31S20517 www.ijert.org
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1. CONCLUSION

We give emphasis on feature selection in diabetes
prediction. Feature selection reduces the no of dimensions
by selecting most informative features based on some
statistical score. Then performance of classification is
evaluated on the reduced diabetes dataset. We can say that
embedding feature selection method in diabetes prediction
improved performance of classification. F-score gives better
performance of classification than other feature selection
methods.
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