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Abstract- The main goal of gesture recognition is to create a 

system which can recognize specific human gestures and use 

them to convey information. Types of techniques used in 

recognizing hand postures and gestures are compared along with 

advantages and disadvantages of each. Gestures considered as a 

natural way of communication among human, since it is a 

physical movement of hands, arms, or body which conveying 

meaningful information and helps in expressing thoughts and 

feelings effectively. 

 

I.INTRODUCTION 

 

    Gestures are  meaningful body motions involving 

Physical  movements of the fingers, hands, arms, head, face, 

or body with the intent of: 1) conveying meaningful 

information 2) interacting with the environment. There have 

been varied approaches to handle gesture recognition [1], 

ranging from mathematical models based on hidden Markov 

chains [2] to tools or approaches based on soft computing [3]. 

Gestures can be or dynamic. Some gestures also have both 

static and dynamic elements, as in sign languages. Again, the 

automatic recognition of natural continuous gestures requires 

their temporal segmentation .Sometimes  one needs to specify 

the start and end points of a gesture in terms of the frames of 

movement, both in time and in space.  Sign languages are the 

most raw and natural form of languages could be dated back to 

as early as the advent of the human civilization, when the first 

theories of sign languages appeared in history. It has started 

even before the emergence of spoken languages. Since then 

the sign language has evolved and been adopted as an integral 

part of our day to day communication . Gestures are one of the 

first forms of communication when a child learns to express 

its need for food, warmth and comfort. It enhances the 

emphasis of spoken language. Hand gesture recognition 

system many challenges are Variation of illumination  

conditions, Rotation problem, Background problem, 

Translation problem. The paper is organized as follows : 

Section (I) Introduces the process of gesture recognition. 

Section (II) explains Hand Gesture Recognition(HGR) using 

Scale Invariant Feature Transform(SIFT) . Section (III) 

explains the Neural Networks for Hand Gesture Recognition. 

Section (IV) gives explanation on Hand Gesture Recognition 

using Template Matching and the Section(V) explains about 

Principal Component Analysis(PCA). 

 

      

 

II.HGR USING SIFT 

 

     Scale invariant feature transform(SIFT)  presents a method 

for detecting distinctive invariant featuresfrom images that can 

be later used to perform reliable matching between different 

views of an object or scene. Two key concepts are used in this 

definition: distinctive invariant features and reliable matching. 

SIFT[5] is broken down into  four major computational stages: 

a) Scale-Space extrema detection b) Keypoint localization c) 

Orientation assignment d) Keypoint descriptor 

   In the first phase the key points from various orientations 

are obtained. The Scale Space Function is available for this 

phase.  

(𝑥, 𝑦, 𝜎) = 𝐺(𝑥, 𝑦, 𝑘σ) − 𝐺(𝑥, 𝑦, 𝜎) ∗ 𝐼(𝑥, 𝑦)     Eq(1) 

 

where 𝐼(𝑥, 𝑦) is the Input Image, 𝐺(𝑥, 𝑦, 𝜎) is the variable 

Gaussian Scale. Scale Space Extrema (𝑥, 𝑦, 𝜎) is found by 

difference between two images, one with k times the other. 

  To obtain the local minima and maxima we compare each 

key point with eight neighbors on the same scale and nine 

neighbors  on scales above and below it. The next phase 

involves fitting of the key points in the three degree quadratic 

functions. This function is obtained from the second order 

Taylor Expansion. The local extrema with lower contrasts will 

not take into consideration because they are sensitive to noise. 

The key points below the threshold level are also not taken in 

account by the system.  The next phase involves the 

orientation assignment where the main orientation is assigned 

to each feature based on local image gradient. For each pixel 

around the key point the gradient magnitude and the 

orientation are computed. The following equations are used to 

find the magnitude and orientation. 
(𝑥, 𝑦) = √(𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦))2 + (𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1))2       

Eq. (2)  

The above equation is used to calculate the magnitude (𝑥, 𝑦) 
of the detected key points.  

ϴ(x, y) = tan−1(𝐿(𝑥,𝑦+1)−𝐿(𝑥,𝑦−1) /𝐿(𝑥+1,𝑦)−𝐿(𝑥−1,𝑦)) Eq. 

(3)  

In the above equation, ϴ(x, y) gives the orientation of the key 

point.  Eq (3) is to calculate the orientation of the detected key 

points. The orientation and magnitude of the key points are 

stored and used in the further process of Gesture 

Classification.  The next phase of gesture recognition is the 

key point descriptor phase. In this the local image gradients 

are measured at a selected scale around each key point. The 

region around the keypoint is divided into 4×4. The gradient 

magnitude and orientation within each box is computed. For 
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each box 8 bin orientation histogram is obtained. From  the  16 

obtained orientation histogram 128 dimensional SIFT 

descriptor is built. This descriptor is orientation invariant, 

because it is calculated relative to main orientation. The SIFT 

descriptor is normalized to unit length to achieve illumination 

invariance. 

 

          III.HGR USING NEURAL NETWORKS 
 

This method has five steps of processing   [10]          

1. Cropping input image 2. Resizing image 3.peak and 

valley detection 4. Dividing image 5. Training  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 
Fig : 1 flow diagram 

  

Filtered image is then resized to 256*256 sized image. 

Hand portion image is then converted to 256*256 size 

RGB image, this way hand portion comes at the center 

of image. Boundary Tracing for Peaks and Valleys 

Using morphological operations this smoothed image 

is converted to boundary image. After getting 

boundary image we first find the boundary tracing 

point from where to start and where to stop finding 

peaks and valleys. For this we find maximum value of 

x where white pixel exists. We call this point as 

opti_x and then find corresponding value of y. The 

starting point is on x direction as 0.80*x. From this x 

value we find starting y co-ordinate of starting point. 

This is our starting point to trace boundary and ending 

point is starting point y position plus one i.e. next row 

of starting point where white pixel exist. Condition I: 

we start with UP=1, we first travel to top and check 

whether white pixel exist or not. If exist then continue 

in same way if not we check it on top left or top right. 

Again we search on top side and continue until we 

don’t get any pixel on top or top-left or top-right. 

 

0 0 0 0 0 1 0 

0 0 0 0 0 1 0 

0 0 0 0 1 0 0 

0 0 0 0 1 0 0 

0 0 0 1 0 0 0 

0 0 0 1 0 0 0 

0 0 0 1 0 0 0 

0 0 0 1 0 0 0 

0 0 0 1 0 0 0 
 

Fig:2 condition I 

 

Condition II: If we don’t get any pixel it means we 

have to search on existing pixels right side, if pixel 

exist we follows the same way until we get no pixel 

on right side. We again follows as per condition I. if 

condition I and II not satisfied it means we have to 

search down, here we mark as peak If condition I and 

II not satisfied then we search on down side by 

making DN=1  

  

0 0 0 0 0 0 0 0 0 

0 0 0 0 1 1 1 0 0 

0 0 0 1 0 0 0 0 0 

0 0 1 0 0 0 0 0 0 

0 0 1 0 0 0 0 0 0 

0 0 1 0 0 0 0 0 0 

0 1  0 0 0 0 0 0 
 

Fig:3 condition II 
 

Condition III: we start with DN=1, we first travel to 

down and check whether white pixel exist or not. If 

exist then continue in same way if not we check it on 

down left or downright. Again we search on down 

side and continue until we don’t get any pixel on 

down or down - left or down -right. 

 

0 0 0 0 0 0 

0 0 0 0 0 0 

1 1 1 1 0 0 

0 0 0 0 1 0 

0 0 0 0 0 1 

0 0 0 0 0 0 
 

Fig :4 condition III 

 

Condition IV: If we don’t get any pixel it means we 

have to search on existing pixels right side, if pixel 

exist we follows the same way until we get no pixel 

on right side and then we follows condition III. If in 

condition IV there is no pixel on right side we search 

on existing pixels left side, if pixel exist we follows 

the same way until we get no pixel on left side and 

Input image 

Cropping & resizing 

Counting  peak &valley 

Dividing image to find 

position of peak & 

valley 

Training neural 

network 
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then we follows condition III. If condition III and IV 

not satisfied it means we have to search on top side, 

here we mark as valley. 

 
0 1 0 0 0 0 0 0 

0 1 0 0 0 0 0 0 

0 0 1 0 0 0 1 1 

0 0 0 1 1 1 0 0 

0 0 0 0 0 0 0 0 

 

Fig 5: condition IV 
 

  Feature Extraction Image is then divided in to 16 

parts. From the divided image we find other 

parameters like in which part the highest peak has 

been detected in an image and which areas have been 

occupied by peaks and valleys. Using these 

parameters neural network is trained.  

 
IV.HGR USING TEMPLATE MATCHING 

 

Template matching a fundamental pattern recognition 

technique has been utilized in the gesture recognition. 

Template matching is performed by the pixel-by-pixel 

comparison. Because of the pixel-by-pixel image comparison 

template matching is not invariant to scaling and rotation. It is 

sensitive to noise and occlusion. We first compute the 

difference between the image and the previous one, and 

convert it to grayscale. The grayscale map is obtained by 

adding the contribution of each channel of the RGB original 

frame to the difference image. The map is obtained by 

differencing the grayscale image and the reference throughout 

the grayscale image[16]. The Sum of Absolute Difference 

(SAD) described in Eq. (4) is used to create the correlation 

map. 

 
𝐷𝑖𝑠𝑡𝐼𝑚𝑔→𝑅𝑒𝑓 (x,y)=  (𝐼𝑚𝑔(𝑥 + 𝑥 ′ , 𝑦 + 𝑦′) −𝑛

𝑦 ′=0
𝑚
𝑥 ′=0

                                        𝑅𝑒𝑓(𝑥 ′ + 𝑦′))2  Eq(4) 
 

0≤x≤M-m-1 

0≤y≤N-n-1 

Where Img is the residual image resulting from the 

difference of two consecutive frames, Ref is the reference, (x; 

y) are the coordinates of the destination and (x0; y0) the 

coordinates of the reference, M and N are the width and height 

of Img and m and n are the width and height of Ref. We obtain 

a residual map of size (M -m - 1) × (N - n - 1). We select the 

maximum correlation  and compare it to a threshold. If the 

threshold is reached, we can accurately predict that the hand is 

at the estimated position. The threshold is determined using 

the following procedure. The distance between a reference and 

itself is computed using Eq. (1) where Img = Ref. We obtain a 

single value since M = m and N = n. For each the threshold is 

set as a fixed percentage of this value  in Eq. (5). 
 

Threshold=α×Dist ref↔ref(0,0) Eq(5) 

 
A good value for α as been determined  as 25% ≤α≤ 35%. 

Higher threshold would create too many false negatives 

whereas a lower threshold would create too many false 

positives. The major drawback of this method is inherent in all 

pattern matching methods is  the processing time is very long 

for one pattern. 

 

  V.HGR USING PCA 

 

  Principal Component Analysis(PCA)  is basically dimension 

reduction method in which the significant eigen vectors based 

on eigen values are used to project the data[20]. This approach 

captures the significant variability in the data and thus can be 

used to identify the gestures and postures in the vision based 

system. Though this method can be exploited for glove based 

approaches also, but till that time only vision based techniques 

have been exploited. This method suffers from a drawback 

that there should be variance in the at least one direction. If 

variance is uniformly distributed in the data, it will not yield 

the relevant Principle vectors also, if there is  noise, PCA 

would consider it as a significant bias too. Besides this method 

suffers from scaling in hand size and position, which can be 

taken care by normalization. Even then, this method is user 

dependent. PCA methods require an initial training stage, in 

which a set of images of similar content is processed. 

Typically, the intensity values of each image are considered as 

values of a 1D vector, whose dimensionality is equal to the 

number of pixels in the image; it is assumed, that all images 

are of equal size. For each such set, some basis vectors are 

constructed that can be used to approximate any of the training 

images in the set. In the case of gesture recognition, the 

training set contains images of hands in certain postures. The 

above process is performed for each posture  which the system 

should later be able to recognize. In PCA-based gesture 

recognition, the matching combination of principal 

components indicates the matching gesture as well. This is 

because the matching combination is one of the 

representatives of the set of gestures that were clustered 

together in training, as expressions of the same gesture. A 

problem of eigen space reconstruction methods is that they are 

not invariant to image transformations such as translation, 

scaling, and rotation. 

 

VI.CONCLUSION 

 

In SIFT feature which are computed are invariant to scaling 

and rotation. This features enable correct match for key points 

between different hand gestures. By using neural networks for 

recognition we have extracted simple features form images 

and network is trained using Support Vector Machine. The 

accuracy obtained in this work is 100 % as only few signs 

have been considered. In Template matching the drawback is 

it finds the local maximum on measure on match surface 

sometimes.  This technique requires a separate template for 

each scale and orientation. Template matching become thus 

too expensive, especially for large templates. PCA analysis 

has given us the original images in terms of the differences 

and similarities between them. The PCA analysis has 

identified the statistical patterns in the data. Since all the 

vectors are 𝑁2
 dimensional, we will get 𝑁2 eigenvectors. In 

practice, we are able to leave out some of the less significant 

eigenvectors, and the recognition still performs well. 
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 Translation 

Invariance 

Rotation 

Invariance 

Scale 

Invariance 
SIFT Yes Yes Yes 

Neural network No No No 
Template 
Matching 

Yes No No 

PCA No No No 

  
Table I: Properties of various Feature Extraction Techniques  
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