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Abstract—Tracking non-rigid bodies like hands and face are of 

great significance in Sign Language Recognition Systems. (SLR 

Systems).In the gesture and sign language video sequences, the 

movement of the hand and face tends to be rapid and involves a 

lot of occluding scenarios. Thus we understand that naïve color 

based tracking methodologies are clearly insufficient. To improve 

the performance of tracking system a predict-update framework 

may be employed but this requires careful initialization of 

parameters, since the tracker tends to drift and lose track of 

these objects in the required sequences. This paper provides the 

survey of the various methods that have been used for 

determining the trajectory of the objects.  

Keywords—Tracking , Point Tracking , Kernel Tracking Silhouette 

Tracking, Contours, Sign Langusge (SL), Kalman Filter, Particle 

Filter. 

I.  INTRODUCTION  

 
The aim of the hand and face tracking is to generate the 

trajectory of the hand and face over time by locating its 
position in every frame. The tracker should be able to provide 
complete region of the non-rigid objects. The task of tracking 
these non-rigid objects across frames involves (1) detecting the 
objects (2) Associating the Objects across frames. The model 
selected to represent the non-rigid objects should take into 
consideration the movement of the objects and also the type of 
deformation the object can undergo.  

These representation may restriction the type of movement 
the object can undergo. For non-rigid objects, kernel or 
silhouette based representation can be used. The Tracking 
Systems have been classified into three types based on the 
approach used for tracking [1]. 

 

 

 

 

 

 

Fig 1 – Taxonomy of Tracking Systems 

In point tracking objects are to be detected separately in 
consecutive frames and then the association algorithm is used 
to determine the trajectory of the object. Kernel tracking 
requires a model of the object shape and appearance of the 
object. The objects are basically tracked by computing the 
motion of the objects in the consecutive frames. The motion of 
the object is restricted to parametric transforms such as 
translation, rotation, scaling and affine transformations. 

Silhouette Tracking is often used to track the contours of the 
non-rigid objects. This approach makes use of the information 
encoded in the object region to trace the presence of these 
objects in the consecutive frames. Given object models, the 
tracking is done either by (1) Shape Matching or (2) Contour 
Evolution. Both these methods can be assumed to be 
segmentation algorithms in the temporal domain. Section (II) 
provides a survey on the point tracking methodologies. Section 
(III) provides an insight into the various techniques available to 
perform Kernel Tracking and Section (IV) provides the 
techniques used in Silhouette Tracking. Section (V) elucidates 
the Summary and Conclusion.  

II. POINT TRACKING  

 
Objects in point tracking are represented by points and the 

association of these points are based on the points present on 
the previous frame. There are a lot of algorithms that used for 
point tracking. Point tracking methodologies are basically used 
for objects that can be simply taken as points. Multiple points 
are used to represent large objects. The association of points 
may become very complicated in case of occlusions. Point 
tracking does not take into account entries and exits of the 
objects in the field of view. The point tracking also becomes 
complex when there a lot of misdetections. 

Point tracking is of two types based on the approach used 
for association of points (1) Statistical Correspondence (2) 
Deterministic Correspondence. The association of points is 
very complex and a lot of constraints on the motion of the 
object have been taken into consideration to minimize the cost 
of association. The proximity constraint for example states that 
the object does not move far off from its location in the 
previous frame, the uniform acceleration constraint takes into 
consideration that the object to be tracked has zero 
acceleration, etc.In a method proposed by Sethi and Jain [2], 
the point tracking was done by associating the points using 
greedy approach. To minimize the cost, the method takes into 
account the rigidity and proximity constraint. This method 
failed to handle misdetections, entries and exits of objects. In 
[3] Sethi and Salari modified the method by first associating 
correspondences for the detected points and then adding 
hypothetical points to identify missing objects.In a method 
proposed by Rangarajan in Shah [4], the optical flow method 
was used to initialize the correspondences between points. 
When there is a considerable number of points in the field of 
view decreases, system assumes that the occlusions have 
occurred. Occlusions are handled by associating 
correspondences for the detected points in the current frame. 
For the remaining objects, position is predicted based on the 
constant velocity assumption. However the method fails to 
recognize the entries and exit of objects. The method proposed 
by Intille et al [5], the method used in [4] was modified. The 
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objects to be tracked were detected using background 
subtraction method. By examining specific regions in the field 
of view, the method is capable of identifying the entries and 
exits of objects.  

A. Kalman Filter [6] 

 
A statistical approach to point tracking is done using the 
method of Kalman Filter based tracking. It is an optimal 
estimator of the objects position across frames and the Kalman 
filter works on the concept of recursion. By principle the 
Kalman Filter [7] is used to predict the state of a linear system 
whose state is assumed to be Gaussian distributed. The Kalman 
Filter is composed of two steps (1) Prediction (2) Correction 
Step. The prediction step uses the state model to predict the 
next state of the system [1] 

 

𝑋 𝑡 = 𝐷𝑋𝑡−1 + 𝑊    Eq. (1) 

 

∑  𝑡 = 𝐷∑𝑡−1𝐷𝑇 + 𝑄𝑡     Eq. (2) 

 

𝑋 𝑡  and ∑  𝑡  are the state and covariance prediction at time t. D 
represents the state transition matrix which define the 
relationship between the state variable at time t and t-1. The 
matrix Q is the covariance of the white noise W.  

The correction step uses the actual observations of the object‟s 
current position 𝑍𝑡  to update the state of the object.  

 

𝐾𝑡 = ∑  𝑡𝑀𝑡[𝑀∑  𝑡  𝑀𝑡 + 𝑅𝑡    ]−1   Eq. (3) 

 

𝑋𝑡 = 𝑋 𝑡+𝐾𝑡 𝑍𝑡 − 𝑀𝑋 𝑡     Eq. (4) 

 

∑𝑡 = ∑  𝑡 − 𝐾𝑡M∑  𝑡     Eq. (5) 

 

K is the Kalman Gain and Eq. (17) is the Ricatti equation used 
for the propagation of the state models. 𝑋𝑡 is the update state. In 

Eq. (18), the term   𝑍𝑡 − 𝑀𝑋 𝑡  is called the innovation. 

The object whose trajectory is to be determined is capable of 
movement in the 2 dimensional space and hence each region at 
the (x, y) position with velocities (𝑣𝑥 , 𝑣𝑦) follow the equations: 

 

𝑥𝑝 = 𝑥 + 𝑣𝑥𝑡 +
1

2
𝑎𝑡2    Eq. (6) 

 

𝑦𝑝 = 𝑦 + 𝑣𝑦𝑡 +
1

2
𝑎𝑡2    Eq. (7) 

 

𝑣𝑥 = 𝑣𝑥|𝑡−1 + 𝑎(𝑡 − 1)    Eq. (8) 

 

𝑣𝑦 = 𝑣𝑦|𝑡−1 + 𝑎(𝑡 − 1)    Eq. (9) 

𝑥𝑝  𝑎𝑛𝑑 𝑦𝑝  represent the change in the positions in the X and Y 
directions respectively. The terms   𝑣𝑥 |𝑡−1 and 𝑣𝑦 |𝑡−1  represent 

the „x‟ and „y‟ velocities at time (t-1). The regions are 
represented by the state vector which holds information about 
the x position, y position, horizontal and vertical velocities. 
𝑣𝑥&𝑣𝑦  represent the velocities in the x and y direction at 

time„t‟. 

The state vector𝑥  is represented as follows 

 

𝑥 = (𝑥𝑝, 𝑦𝑝,𝑣𝑥 , 𝑣𝑦 )    Eq. (10) 

Since we use a only a four dimensional vector for representing 
the state, the transition matrix can be simply given by 

  1  0 1 0 

  0 1 0 1   Eq. (11) 

D =  0 0 1 0 

  0 0 0 1 

 

The major requirement for Kalman Filter to work properly is 
the assumption that the states of system are required to be 
Gaussian distributed. The Filter gives wrong estimations for 
state variables that aren‟t Gaussian distributed.  

B. Particle Filter  

In order to model accurately the dynamics of a moving object it 
necessary to take into account the elements of non-linearity and 
also elements which are non-Gaussian [9], we use the particle 
filter [8]. Particle Filter also works on the predict-update 
framework with an inclusion of another method called select. 
The filter does not require the state variables to be Gaussian 
Distributed. By principle, the particle approximates the 
posterior distribution by set a weighted particles. The particles 
are weighted based on the likelihood score and then propagates 
these particles based on the motion model. For the state 
estimation, the Particle Filter assumes to be a Markov Model. 
By principle the Markov Model states that past and future 
states are independent of each other. Hence the particle filter 
estimates are only based on the present state. Particle Filter 
makes use of weights to define the importance of every sample. 
The most common sampling scheme used for particle filters (1) 
Selection (2) Prediction (3) Correction. [1]  

C. Joint Probablity Density Association (JPDA) 

There are several data association methods available today 

[10]. The easiest approach is the nearest neighbor approach. 

The JPDA is an extension of the Probability Data Association 

(PDA) algorithm for multiple targets. [11]Rasmussen and 

Hager [12] usedaJPDA algorithm to track regions. A track is 

assumed to sequence of measurements that arises from an 

objects. Considering that the object at time “t”gives rise to 

“m” measurements. The JPDA associates all these 

measurements to the tracks. The weighted innovation used in 

JPDA can be plugged into innovation step in the Kalman 

Filter. [1] In the experiments results of [13], it can be 

understood that JPDA is reliable and also can be modified to 

be characterized as low complexity. JPDA can handle partial 

occlusions. The major limitation of JPDA is its inability to 

handle entries of new objects into the field of view and the 
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exits of already tracked objects from the field of view. Since 

JPDA does the association based on the number of objects 

tracked during the threshold number of frames, a change in the 

number of the objects in the field of view will cause serious 

errors.  

D. Multiple Hypothesis Tracking (MHT) 

MHT is an iterative algorithm that not only takes into 

consideration the first few frames to determine the object 

hypothesis but a specific set of frames to learn the object 

hypothesis. Each hypothesis is a set of tracks of disjoint, for 

which, a prediction of the next state is made. Hence the MHT 

overcomes the issue posed by JPDA, in that MHT does not 

make hypothesis based on the first few frames. The MHT 

Algorithm can clearly handle the entries and exits of the 

objects from the field of view. [1] MHT is intensively 

computational algorithm and hence the Probabilistic MHT 

(PMHT) [14] was a better option. 

 

Point Trackers are evaluated based on whether they generate 

the right trajectories. To solve the issues of high 

computational costs in deterministic approach, a combination 

of motion based constraints are taken into consideration. 

Statistical Approaches solve the issue by modelling 

uncertainties and taking them into consideration. 

III. KERNEL TRACKING  

 
Kernel Tracking is the most commonly used category of 

technique when the object in motion follows the parametric 
motion model. The algorithms differ in terms of the appearance 
of the object to be tracked, the number of objects to be tracked 
and most significantly the motion model used to estimate the 
next state of the object along the path. Kernel based tracking 
methodologies can be further categorized into (1) Appearance 
Based Tracked (2) Multi-View Models.  

A. Simple Template Matching  

One of the most common approach in the appearance based 

methods is the simple template matching techniques. Most of 

the template matching techniques involves the search of given 

template in the frame to obtain the trajectory of the object. The 

search can be a intensively exhaustive brute force search [15] 

or it can optimized by optimization algorithms [16]. In 

addition to the use of mere representations of the objects as 

templates, the histogram or mixture model of the template 

region can be computed and used for tracking. To reduce the 

computational complexity, the search can be limited to the 

nearest 8 or 4 neighbors depending on the type of motion the 

object follows. In [17] Fieguth and Terzopoulos determined 

the average intensity of the region to track the object in the 

successive frames and also to reduce the complexity they 

limited the search to the nearest 8 neighborhood.  

B. MeanShift Procedure 

MeanShift Algorithm is one of the most commonly used 

approaches to tracking whose similarity is verified using 

Histograms. Instead of just performing a brute force search, a 

mean shift procedure is applied.  

An algorithm that iteratively shifts a data point to its average 

point in the neighborhood. Considering a set S with „n‟ data 

points 𝑥𝑖  in„d-D‟ Euclidean space, X.[18][19] 

K(x) denotes the kernel function and also indicates how much 

the „x‟ contributes to the estimate of the mean. Therefore the 

sample mean, „m‟, at „x‟ with the Kernel „K‟ is given by  

 

𝑚 𝑥 =
∑ 𝐾((𝑥−𝑥𝑖)𝑥𝑖

𝑛
𝑖=1

∑ 𝐾 𝑥−𝑥𝑖 
𝑛
𝑖=1

    Eq. (12) 

 

The difference m(x)-myields the mean shift. Mean Shift 

Algorithms iteratively moves the data point to its mean. 

The colors of a region of interest are held by a histogram and 

the tracking is done by just comparing the histograms of the 

regions (i.e.) to find the regions with the most similar color 

distribution. Ideally it is essential to know if the pixel intensity 

is from the region of interest or not, so the computations of the 

likelihood maps are a must. The likelihood maps are computed 

based on (1) Color (2) Texture (3) Shape (4) Predicted 

Location. Histogram Similarity can be obtained from the 

Bhattacharya Coefficient. 

 

∑ 𝑃 𝑢 𝑄(𝑢)𝑏
𝑢=1      Eq. (13) 

 

In the above equation, „b‟ represents the number of bins. At 

each iteration, the mean shift vector is computed and the 

similarity measure is increased. The process is repeated until 

convergence is achieved [1]. One of the biggest advantages of 

Mean Shift Tracker over the naïve template matching 

approach is the elimination of the brute force.  

C. CamShift  

CAMShift – Continuously Adaptive Mean Shift developed on 

the basis of Mean Shift Algorithm. It encapsulates Mean Shift 

in a loop by continuously varying the window size until 

convergence is achieved. At each iteration, the mean shift 

procedure is applied with window of the given size.  

MeanShift Algorithm worked well on statically changing 

probability distributions and failed on dynamically changing 

probability distributions. This tracker doesn‟t handle entries of 

new objects if the new object entry is similar to one that is 

being tracked. For better results the proposed will require the 

frames to be converted to HSV space to compute the 

histogram. The window size is automatically adjusted to the 

scaling movement of the object with computation of the zeroth 

moment. [20]. 

D. Kanas Lucade Tracker (KLT) 

In this method the object tracking is done with the help of 

feature points. The major constraint of the KLT system is that 

it requires the system to hold on the constant illumination 

condition. The KLT tracker also requires that the feature 

points to be tracked lie on the same surface and also there 

feature should show no sudden acceleration. [1] Feature points 

used for the purpose of tracking can be obtained by a variety 

of methods. The most commonly used are the Harris Corner 

Detector, SURF Features, Eigen Features, etc. [21]Once the 

location of the feature point is obtained , the KLT then 

evaluates the correctness of the tracked path by computing the 

affine transformation between the corresponding patches in 

the consecutive frames. The method is robust to occlusion, 
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highly accurate and also time efficient. This also handles 

effectively the entry and exit of objects from the field of view. 

Through optical flow estimation, motion parameters of the 

moving objects can be obtained and at the same time, the 

phenomena of occlusion of objects can also be avoided [22].  

Though it provides high accuracy for tracking, the tracking of 

multiple objects under natural circumstances is complex task 

to be implemented KLT. 

 

The use of primitive geometric shapes for the representation of 

objects is quite common.The tracking complexity can be 

minimized by analyzing the characteristics of the object‟s 

motion. One of the limitation while using primitive Euclidean 

shapes for representations is that the object‟s region of interest 

might not totally lie within the enclosed Euclidean space and 

hence there is a possibility of the background pixels residing 

inside the bounded region. The phenomenon is observed both 

in case of tracking rigid and non-rigid bodies. To overcome 

this limitation, one way is to force the kernel to reside inside 

the object region rather than having background pixels inside 

the kernel. [1] 

IV. SILHOUETTE TRACKING  

 

Silhouette tracking approaches are basically used for non-rigid 

object tracking like hands, face, etc. These objects tend to 

have a complex shape and structure. The goal of the silhouette 

tracker is identify the object region in the successive frame by 

computing the model obtained from the previous frames. 

Silhouette trackers are categorized based on the approaches 

used into (1) Shape Matching (2) Contour Evolution. 

A. Shape Matching  

The technique is similar to the template matching technique 

described in Section (III). The shape and its associated model 

are exhaustively searched to find a match in the current frame. 

In the method [23] proposed by Huttenlocher 

etal.performedshape matching using an edge-based 

representation. They used the Hausdroff distance metric to 

construct the correlation surface from which the minimum is 

selected as the new object position. Hausdroff metric is a 

mathematical measure used to determine the least similar 

members. 

Let A and B represent two sets of points.  

𝐴 = {𝑎1 , 𝑎2 , 𝑎3 … 𝑎𝑛 }     
 

𝐵 = {𝑏1, 𝑏2 , 𝑏3 … 𝑏𝑛}     

 

𝐻 𝐴, 𝐵 = max⁡{𝑕 𝐴, 𝐵 , 𝑕(𝑏, 𝐴}   Eq. (14) 

 

Where 𝑕 𝐴, 𝐵 = 𝑠𝑢𝑝𝑎∃𝐴 𝑖𝑛𝑓𝑏∃𝐵  𝑎 − 𝑏   and ||. || is the norm 

of choice [1].   

B. Tracking by Direct Minimization of Contour Energy  

In the context of contour evolution, there is an analogy 

between the segmentation methods and the contour evolution 

techniques. . Both the segmentation and tracking methods 

minimize the energy functional either by greedy methods or 

by gradient descent. The contour energy is defined in terms of 

temporal information in the form of either the temporal 

gradient (optical flow).Silhouette tracking is employed when 

tracking of the complete region of an object is required.The 

most important advantage of tracking silhouettes is their 

flexibility to handle a large variety of object shapes. 

Silhouettes can be represented in different ways. The most 

common silhouette representation is in the form of a binary 

indicator function, which marks the object region by ones and 

the non-object regions by zeros. For Contour-based methods, 

the silhouette is represented either explicitly or implicitly. 

Tracking of a complete object can obtained by employing 

active contours [23],which were introduced by Kass et al 

[24].The objective of these active contours is to obtain a tight 

contour around the object of interest by minimizing the energy 

function.  

𝐸(𝑇)  𝐸𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙  𝑣 + 𝐸𝑖𝑚𝑎𝑔𝑒  𝑣 . 𝑑𝑠 

1

0

 

 

In the above function‟s‟ represents the arc length. 

𝐸𝑖𝑚𝑎𝑔𝑒  energy based on the image observations and 

𝐸𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙  prevents gaps and rapid bending. In [23], it was 

stated that in most of the tracking systems, during occlusions 

either the centroids of the objects in occlusion have to be 

predicted during the occlusion time interval or the occlusion 

scenarios should be left as such.[25][26]. But the proposed 

method by Yilmaz et al [23] handles the occluding scenarios.  

 

The representations of the Silhouette trackers can be motion 

models, appearance models and shape based models or even a 

combination of the three. These category of trackers do not 

handle occlusion scenarios explicitly, hence it is necessary to 

taken into considerations like motion constraints (i.e.) uniform 

velocity, uniform acceleration, etc. Another important 

advantage of Silhouette trackers is that they can implicitly 

handle topology changes like region split and merge. [1]. 

V. CONCLUSION 

This paper has provided a survey of the various techniques 

available for tracking. To determine the best tracker for an 

object, it essential to analyze the motion characteristics of the 

object. Based on these obtained characteristics and motion 

dynamics, the appropriate model and tracker can be 

determined. Table -1 tabulates the characteristics of 

techniques outlined in the paper. (A- Affine Motion , T- 

Translation , S- Scaling, Partial – Partial Occlusion Handled ) 

 

Table -1  
Name  Motion Type  Occlusion  Optimal  

Kalman Filter  A No  Yes 

Particle Filter  A Yes Yes 

MeanShift  T Partial  No 

CAMShift S+T No  No  

Shape Matching  T No  No 

Tracking by 
minimization of 

Contour Energy 

– [23] 

A Yes No 

Simple 
Template 

Matching  

T Partial  No  

KLT  A Yes   Yes  

Table -1 Characteristics of the types of Tracking Systems  
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