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Abstract  

 
Chronic Obstructive Pulmonary Disease (COPD) is a 

major public health problem worldwide. Its prevalence, 

morbidity, and mortality rates are increasing and it is 

now the fourth leading cause of death worldwide. The 

study comprised of 495 patients suffering from COPD 

were identified through hospital and primary care 

registers based on the GOLD criteria for the 

classification of various stages of COPD. An attempt 

was made to develop a Clinical Decision Support 

System (CDSS) for the diagnosis of the various stages 

of the COPD by considering around 22 features. The 

study consisted of selection of feature subsets, fishers 

score method was employed for identifying the most 

prominent features. Features were fed to the Support 

Vector Machines classifier and Particle Swarm 

Optimization method was used for optimizing the 

parameters to design a clinical decision support system 

(CDSS) for the diagnosis of the various stages of 

COPD. The results were compared with SVM based on 

the grid search technique and principle component 

analysis (PCA-Grid-SVM) in terms of their 

classification accuracy. In addition, classification 

accuracy of the present study was compared to the 

previous studies and the proposed system achieved the 

highest classification accuracy with 96.75% when 

compared to the existing methods. Hence, the proposed 

CDSS can be used as a supporting tool and can be 

enormous help in assisting the physicians to make the 

accurate diagnosis on the patients with COPD along 

with Spirometry.  

 

Keywords: SVM classifier, Feature selection Particle 

Swarm Optimization, Principle component Analysis 

 

 

 

1. Introduction  

 
     

COPD is an inflammatory lung disease 

characterized by a permanent blockage of airflow from 

the lungs. The primary cause of COPD is tobacco 

smoke (through smoking or second-hand smoke). The 

disease is widely under-diagnosed, although it is a life-

threatening lung disease, which is not fully reversible.  

COPD is one of the leading non-infectious diseases in 

the world. The World Health Organization (2009) 

estimates that about 210 million people worldwide 

have COPD [1]. It is currently the fourth leading cause 

of death, and they predict that by 2030 it will have 

become the third leading cause of death. The most 

important cause of COPD is smoking. Not only active 

smoking, but also passive exposure to smoking, air 

pollution and occupational chemicals contribute to a 

higher risk for COPD in both high-income and low-

income countries. Because of the slow progression of 

the disease, COPD is frequently not diagnosed until 

after the age of 40. It’s for this reason that the overall 

prevalence is low before the age of 40 and increases 

with age. Due to increase in smoking habits among 

women and a greater risk of exposure to air pollution, 

prevalence amongst men and women is almost equal 

today (World Health Organization [WHO], 2009). 

COPD is chronic and progressive and there are no 

remedies to cure COPD. Existing treatments can only 

slow down the progression of the disease, preventing 

symptoms or by reducing the severity of existing 

symptoms and associated complications. 

The diagnosis of COPD is based on three different 

parts, symptoms, assessment of lung function and the 

evaluation of the responses to inhaled pharmacological 

agents. Although these tests are generally considered 

informative, they are time-consuming and strongly 

dependent on the personnel’s professional experience. 

Under diagnosis of COPD is a big problem [2, 3, 4, 5, 
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6] and may be caused by patient delay or sometimes 

doctors delay. One reason for under-diagnosis is due to 

the delay between symptoms develop and first 

consultation. Many of the symptoms of COPD are 

associated as being normal for a smoker, such as 

morning cough and sputum production. People may 

blame themselves for these symptoms and do not seek 

a doctor until they feel ill. Smokers rarely seek medical 

advice specifically for cough [7].  

Spirometry is a low cost and relatively non-

invasive approach but it requires subject effort, and 

repeated exhalation manoeuvres can be difficult for 

breathless people. Spirometry also requires trained staff 

and is affected by factors such as technique, age, 

height, gender and ethnic origin; its accuracy also 

decreases in young or very elderly subjects [8]. A lack 

of local reference values for most of the world’s 

population, disparity between symptoms and lung 

function and negative screening studies [9] highlight 

the limitations of spirometry.  

In India, normally COPD diagnosis is based on 

spirometry. The use of GOLD criteria (for spirometry) 

will underestimate the number of patients with COPD 

in persons 50 years and younger [8]. Data from 

National Health and Nutrition Examination Survey 

(NHANES3) and Health survey of England (HSE) 

confirm that using FEV1/FVC<70% to define 

obstruction will cause 14% under-classification in those 

50 years and younger [10]. In order to simplify the 

diagnosis of COPD GOLD recommends a FEV1/FVC 

threshold of 70% regardless of age. The FEV1/FVC 

ratio falls with age [11, 12]. The use of a fixed cut-off 

point for defining COPD becomes more inaccurate 

with increasing age [8]. The criteria for diagnosing 

chronic obstructive pulmonary disease (COPD) are still 

under debate [13, 14]. Van Berkel et al proposed a set 

of six Volatile Organic Compounds (VOC’s) that could 

differentiate COPD patients from controls with high 

sensitivity and specificity [15] and Fens et al suggested 

exhaled breath profiling discriminates COPD from 

asthma albeit with some overlap in profiles between 

COPD and asymptomatic smokers when using an 

electronic nose [16]. However, these studies are small, 

have not validated smoking status, and have not  

considered the age, body mass index (BMI), arterial 

Oxygen Partial Pressure (PaO2) arterial Carbon 

Dioxide Partial Pressure(PaCO2), and gender  of 

subjects—all of which may affect VOCs [17-19]. 

Kishkel et al showed how important these confounders 

could be when apparent differences of exhalation 

profiles between lung cancer and non-cancer patients 

did not persist after these confounding variables were 

taken into account [20]. The same can be considered 

true for COPD.  Although the risk of under-diagnosis 

of COPD is important, the issue of over diagnosis and 

over-treatment in the elderly also needs discussion. 

Therefore in the current study an attempt was made to 

develop a Clinical Decision Support System for the 

diagnosis of COPD. An appropriate CDSS can highly 

increase diagnosis accuracy, improve healthcare 

quality, and reduce cost. 

 In the present study, feature subsets are obtained 

by using Fisher score method CDSS integrating support  

vector machines and particle swarm optimization to 

construct the model for the diagnosis of patients with 

mild, moderate, severe and very severe stages of 

COPD. This diagnosis system aims to maximize the 

generalization capability of SVM for the classification 

of various stages of COPD. 

 
 Table 1. GOLD Classification of COPD by Severity 

 

2. Datasets and problem definition 
       In the current study COPD patients were 

identified through hospital and primary care registers 

from different parts of northern Karnataka. All were 

deemed stable by a respiratory clinician and none 

reported worsening symptoms within six weeks of 

testing. All were prescribed optimal medication [21]. 

Participant’s undergone questionnaires for socio-

demographic data like age [22], Sex [23,24], BMI 

[25,26], smoking status and any illnesses including 

current/recent symptoms then performed dry wedge 

Spirometry for breath analysis of various VOC’s were 

recorded. Smoking status was validated using exhaled 

carbon monoxide (CO). Since COPD has impacts 

beyond the lung [23], the prognostic impact of both 

pulmonary and extra-pulmonary factors has been 

investigated. Parameters of lung function and 

particularly forced expiratory volume in 1 second 

(FEV1) [24], arterial blood gases [27, 28], arterial 

Oxygen Partial Pressure, PaCO2: arterial Carbon 

Dioxide Partial Pressures. pulmonary function tests 

Stages GOLD classification (%) Mean ± SD 

Mild 

Stage I 

FEV1/FVC<0.7;                                           

FEV1>80% (predicted) 
9.8 

Moderate 

Stage II 

FEV1/FVC<0.7; 

50%< FEV1< 80% 

(predicted) 

19.5 

Severe 

Stage III 

FEV1/FVC<0.7; 

30%< FEV1< 50% 

(predicted) 

28.4 

Very 

Severe 

Stage IV 

FEV1/FVC<0.7 

FEV1< 30% (predicted) 
52.2 
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were used to assess the severity of disease in COPD 

including Spirometry.  

The study comprised of 495 patients with COPD. 

COPD was observed in differing severities which are 

described according to internationally agreed guidelines 

from the Global initiative for chronic obstructive Lung 

Disease (GOLD criteria). Based on the severity of the 

lung impairment the patients were classified into four 

stages as mentioned in Table 1. In this study, for every 

patient FEV1, FVC, FEV1/FVC ratio, Total Lung 

Capacity (TLC), Functional Residual Capacity (FRC), 

Residual Volume (RV) and Inspiratory Capacity to 

TLC ratio (IC/TLC) were recorded. The main objective 

of the study was to design a CDSS integrating support 

vector machines and particle swarm optimization to 

construct the model for the diagnosis of patients with 

mild moderate, severe, very severe stage of COPD. The 

detailed characteristics of the study population are 

shown in Table 2. 

 

Table 2. Characteristics of the Study population 

 
 

(BMI: Body Mass Index; FEV1: Forced Expiratory Volume in 

1second; FVC: Forced Vital Capacity; GOLD: Global 

Initiative for Obstructive Lung disease; TLC: Total Lung 

Capacity; RV: Residual Volume; IC: Inspiratory Capacity; 

FRC, Functional Residual Capacity; DLco; Carbon 

Monoxide Transfer Factor; PaO2: arterial Oxygen Partial 

Pressure; PaCO2: arterial Carbon Dioxide Partial Pressure) 

3. Data Analysis 
3.1 Feature Selection 
Feature selection is a process by which a sample in the 

measurement space is described by a finite and usually 

smaller set of number classed features. The objective of 

Feature Selection is to determine a minimal feature 

subset from a problem domain whilst retaining a 

suitably high accuracy in representing the original 

features. The usefulness of a feature subset can be 

determined by both its relevance and redundancy [29]. 

 
3.1.1. Fisher Score 

The key idea of Fisher score is to find a subset of 

features, such that in the data space spanned by the 

selected features, the distances between data points in 

different classes are as large as possible, while the 

distances between data points in the same class are as 

small as possible. Fisher Score [30] is a supervised 

feature selection method for determining the most 

relevant features for classification. It selects a good 

feature by the score that is measured by its 

discriminative power defined by Fisher’s Criterion. 

Given data with labels {xi, yi}, yi Є {1,2..c}. Let ni 

denote the number of samples in class i and μi denote 

the mean value of class i. Let μ denote global mean 

value, 𝜎𝑖
2 denote the variance of class i. The Fisher 

Score (F) criterion is computed as follows:  

 

F=   
 𝑛𝑖

𝑐
𝑖=1  𝜇 𝑖−𝜇 2

 𝑛𝑖 𝜎𝑖 2𝑐
𝑖=1

 

 

Fisher Score directly measures the value F for each 

feature. A feature will have a high score if it has high 

between class scatter and low within class scatter. In 

the current study we used fisher score method for 

determining the most predominant attributes for the 

classification of various stages of COPD.  

 

3.2 Support Vector Machine and Particle    

Swarm Optimization 
 The support vector machine (SVM) is a supervised 

learning method widely used for classification. It is a 

powerful methodology for solving problems in 

nonlinear classification, function estimation, and 

density estimation, leading to many applications 

including image interpretation, data mining, biometric 

authentication, biotechnological investigation, and 

clinical diagnosis [31-34]. This section gives a brief 

description on SVM. For more details, one can refer to 

[35], which give complete descriptions of the SVM 

theory. Let us consider a binary classification 

International Journal of Engineering Research & Technology (IJERT)

Vol. 2 Issue 4, April - 2013

ISSN: 2278-0181

www.ijert.org

IJ
E
R
T

IJ
E
R
T

596



task 𝑥𝑖 , 𝑦𝑖 ; i =1, . . . l; yi   xi R
d
, where xi 

are  data points and yi are corresponding labels. They 

are separated with a hyper plane given by 

, where w is a d-dimensional coefficient 

vector which is normal to the hyperplane and b is the 

offset from the origin. The linear SVM finds an optimal 

separating margin by solving the following 

optimization task: 

       Minimize g(w, )=
2 
+ m  (1) 

       Subject  to : yi  - , ≥0   (2) 

Where m is a penalty value, ξi is the positive slack 

variables. This primal problem can be reduced to the 

Lagarangian dual problem by introducing Lagrangian 

multipliers αi. According to the Karush Kuhn–Tucker 

(KKT) condition, we can get the optimal solution αi. If 

αi>0, the corresponding data points are called SVs. 

Afterwards, we can get the optimal hyperplane 

parameters w and b. Then the linear discriminant 

function can be given by 

  

g(x)=sgn( yi          (3) 

    

In order to make the linear learning machine work well 

in non-linear cases, the original input space can be 

mapped into some higher-dimensional feature space via 

a mapping function. With this mapping, x
T

i x in the 

input space can be represented as the form of 

 in the feature space. The functional form 

of the mapping  (xi)  does not need to be known since 

it is implicitly defined by one selected kernel: k(xi,xj) = 

(xi)
T
/(xj). Two most widely used kernels in SVM are 

the polynomial kernel and the Gaussian kernel (or 

Radial-Basis function, RBF. 

Particle swarm optimization algorithm seeks to 

explore the search space by a population of individuals 

or particles. Each particle represents a single solution 

with a velocity which is dynamically adjusted 

according to its own experience and that of its 

neighboring companions. The population of particles is 

updated based on each particle’s previous best 

performance and the best particle in the population. 

Particle swarm optimization combines local search with 

global search for balancing the exploration and 

exploitation [36]. 

 Considering a d-dimensional search space, the i
th

 

particle is represented as  =( ), and its 

according velocity is represented as  =( ),. 

The best previous position of the ith particle that gives 

the best fitness value is represented as  

=( ),. The best particle among all the 

particles in the population is represented as  

=( ), In every  iteration, each particle 

updates its position and velocity according to the two 

best values.  

In order to reduce the dependence of the search 

process on the hard bounds of the velocity, the concept 

of an inertia weight w was introduced in the Particle 

swarm optimization algorithm [37]. The velocity and 

position are updated as follows: 

 

= +a1x ( )+ a2x ( ) (4) 

 

           = + ,         (5) 

 

where a1 and a2 are acceleration coefficients, which 

define the magnitude of the influences on the particles 

velocity in the directions of the personal and the global 

optima, respectively. To better balance the search space 

between the global exploration and local exploitation, 

Time-Varying Acceleration Coefficients (TVAC) has 

been introduced in [38]. This concept will be adopted 

in this study to ensure the better search capability for 

the solutions. The core idea of TVAC is that a1 

decreases from its initial value of a1i to a1f, while a2 

increases from a2i to a2f using the following equations as 

in. TVAC can be mathematically represented as 

follows: 

             = ( ) +    (6) 

                                                                                                                    

                                                                                                                          

              = ( ) +                (7) 

 

where a1f, a1i, a2f and a2i are constants, t is the current 

iteration of the algorithm and tmax is the maximum 

number of iterations. In addition, r1 and r2 in Eq. 8 are 

random numbers, generated uniformly in the range [0, 

1]. The velocity vi,j is restricted to the range [−vmax, 

vmax], in order to prevent the particles from flying out 

of the solution space. The inertia weight w, which is 

used to balance the global exploration and local 

exploitation, a large inertia weight facilitates the global 

search, while a small inertia weight facilitates the local 

search. In order to reduce the weight over the iterations 

allowing the algorithm to exploit some specific areas, 

the inertia weight w is updated according to the 

following equation: 

            W = wmin+(wmax-wmin)            (8) 

 

Where wmax, wmin are the predefined maximum and 

minimum values of the inertia weight w, t is the current 
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iteration of the algorithm and tmax is the maximum 

number of iterations. Usually the value of w is varied 

between 0.9 and 0.4. Eq. 9 is also known as the Time-

Varying Inertia Weight (TVIW). It has been shown to 

significantly improve the performance of PSO [39], 

since TVIW makes PSO have more global search 

ability at the beginning of the run and have more local 

search ability near the end of the run. 

 
 4. CDSS designed with PSO and SVM for    the 

diagnosis of COPD 
As discussed in previous section the aim of this 

clinical decision support system is to maximize the 

generalization capability of SVM for chronic 

obstructive pulmonary disease diagnosis. In order to 

achieve this goal, we started with selection of feature 

subsets using Fishers score method. In the second 

stage, different feature subsets are fed into the SVM 

classifier for training an optimal model, in the 

meanwhile the model parameters of SVM are 

optimized using particle swarm optimization algorithm. 

At the end, SVM model conducts the diagnostic tasks 

using the most discriminative feature subset and the 

optimal parameters. The main component of the 

proposed system is the parameters optimization 

process.  

The overall optimization procedure begins with 

construction of parameter optimization, by encoding 

the particle with the dimensions. The first two 

dimensions a and γ, which are the model parameters of 

SVM. The third one is the linear weight of the sub-

objective functions, and then the individuals of the 

population with random numbers are initialized and in 

the meanwhile, specify the PSO parameters including 

the lower and upper bounds of the velocity, the size of 

particles, the number of iterations, etc. Then train SVM 

with the initialized parameters i.e. the initial particle 

and feasible random numbers. Then the particle with 

high classification accuracy can produce a high fitness 

value. Moreover, the particle with smaller number of 

Support vectors can achieve higher classification 

accuracy, since the number of Support Vectors is 

proportional to the generalization error of the SVM 

classifier. So, both of them are taken into account to 

design the objective function.  

The fitness value is calculated according to the 

following function: 

 

         (9) 

 

Where variable avgacc in the first sub-objective 

function f1 represents the average test accuracy 

achieved by the SVM classifier via K-fold CV, where 

K=5. Note that here the 5-fold CV is employed to do 

the model selection that is different from the outer loop 

of 10-fold CV, which is used to do the performance 

estimation. nsv and m in the second sub-objective 

function f2 indicates the number of support  vectors and 

training data, respectively. The weighted summation of 

the two sub-objective functions is selected as the final 

objective function. In f, variable α is the weight for 

SVM classification accuracy and 1-α indicates the 

weight for the number of supportive vectors. The 

weight can be adjusted to a proper value depends on the 

importance of the sub-objective function. Eq.9 

represents the classification accuracy and the numbers 

of supportive vectors have different significance to the 

classification performance. Generally, the weight is set 

to be constant value according to the specified problem 

at hand. In other words, setting the weight is problem 

dependent. Here we take into account α in optimization 

for evolving the optimal values. In this way, the weight 

of each sub-objective can be adaptively specified. After 

the fitness value was obtained, the global optimal 

fitness was saved as gfit, personal optimal fitness as 

pfit, global optimal particle as gbest and personal 

optimal particle as pbest. Radial-basis function, k(xi,xj) 

increases the number of iteration. Whereas kernel 

function g(x) increases the number of population. 

Update the position and velocity of  a and γ in each 

particle according to Eqs. 4 and 5. Once it is updated 

then train the SVM model and calculate the fitness 

value of each particle according to Eq. 9. Update the 

personal optimal fitness (pfit) and personal optimal 

position (pbest) by comparing the current fitness value 

with the pfit stored in the memory. If the current fitness 

is dominated by the pfit stored in the memory, then 

keep the pfit and pbest in the memory; otherwise, 

replace the pfit and pbest in the memory with the 

current fitness value and particle position. If the size of 

the population is reached, then update the global 

optimal fitness (gfit) and global optimal particle (gbest) 

by comparing the gfit with the optimal pfit from the 

whole population, If the current optimal pfit is 

dominated by the gfit stored in the memory, then keep 

the gfit and gbest in the memory; otherwise, replace the 

gfit and gbest in the memory with the current optimal 

pfit and the optimal pbest from the whole population 

otherwise increase the number of population and update 

position and velocity, procedure repeates till it the 

iteration number reaches the maximum number of 

iterations then finally we get the optimal (a, γ) and the 

feature subset from the best particle (gbest). 
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Table 3. The Relative Important Features Obtained 

from Fisher Score 

                                                                        

5. Experimental procedure 
The sample consisted of initial visits of 495 

subjects seen as patients suffering from COPD in 

different stages. The Physicians evaluated the patients 

based on the GOLD criteria for the classification of 

various stages of COPD along with socio-demographic 

data and spirometry for breath analysis and description 

of around nine volatile organic compounds was 

recorded. Around 22 features were observed and all of 

them were continuous, the details of the whole dataset 

are mentioned in the Table 2. The procedure begins 

with scaling all the attributes so that they lie in a 

suitable range. Usually, the data could be normalized 

by scaling them into the interval of [−1, 1] according to 

the Eq. 10, where x is the original value, x′ is the scaled 

value, maxa is the maximum value of feature a, and 

mina is the minimum value of feature a. 

 

                            (10) 

 
In order to validate the results, 10 fold Cross 

Validation is used to evaluate the classification 

accuracy. This study set K as 10, i.e., the data was 

divided into ten subsets. Each time, one of the ten 

subsets is used as the test set and the other nine subsets 

are put together to form a training set. Then the average 

error across all ten trials is computed. The advantage of 

this method is that all of the test sets are independent 

and the reliability of the results could be improved. In 

order to ensure the same class distribution in the subset, 

the data is split via stratified sampling in which the 

sample proportion in each data subset is the same as 

that in the population. Empirical studies showed that 

stratified CV tends to generate comparison results with 

lower bias and lower variance when compared to 

regular k-fold CV [40]. Note that only one repetition of 

the 10-fold CV will not generate enough classification 

accuracies for comparison. Because of the arbitrariness 

of partition of the data set, the predicted accuracy of a 

model at each iteration is not necessarily the same. To 

evaluate accurately the performance of the data sets, the 

10-fold CV shall be repeated 5 times and then averaged 

the results. 

 The CDSS model for COPD was implemented 

using MATLAB platform. The Matlab short for matrix 

laboratory is a useful tool which provides a many 

important data mining tools which include the Neural 

Network, Support Vector Machines etc. For SVM, 

LIBSVM implementation was utilized, which is 

originally developed by Chang and Lin [41]. PSO 

algorithm was used from [42], The number of iterations 

and particles was set to 100 and 25, respectively. As 

indicated in [43] the searching ranges for a and γ were 

as follows: a ε [10^ (–2), 10^ (2)] and γ ε [10^ (–2), 

10^ (2)]. vmax is set about 60% of the dynamic range of 

the variable on each dimension. As suggested in [43], 

a1i, a1f, a2i and a2f were set as follows: a1i=2.5, a1f  = 0.5,           

a2i = 0.5, a2f = 2.5. Where as wmax and wmin were set to 

0.9 and 0.4 respectively. The same data set was used to 

build Grid-SVM model. For Grid-SVM, the range of 

the related parameters a and γ were varied between a 

={2
-5

,2
-3

, …2
-15

} and γ ={ 2-15,2-13,..21} the grid search 

technique [44] was employed using 5-fold CV to find 

out the optimal parameter values of RBF kernel 

function.The freeware LIBSVM, a library for SVM, 

was adopted for integration. 

 
Table 4. The Seven Feature Subsets based on FS. 

  

Table 6. Classification Accuracies Obtained with other 

Methods 

Feature 

Numbers 
Features (Attributes) 

Fisher 

Score 

f7 FEV1/FVC 3.25 

f5 FEV1 2.75 

f6 FVC 2.23 

f9 IC/TLC 2.05 

f15 
VOC’s 

(Benzaldehyde) 
1.70 

f12 DLco 1.58 

f13 PaO2 (KPa) 1.32 

International Journal of Engineering Research & Technology (IJERT)

Vol. 2 Issue 4, April - 2013

ISSN: 2278-0181

www.ijert.org

IJ
E
R
T

IJ
E
R
T

599



 
 

6. Results and discussion: 
In the present study Fisher score method was 

employed and seven prominent features were selected 

(Table 3).  It can be observed that the degree of 

importance of each feature from high to low i.e., f7 , f5, 

f6, f9, f15, f12 and ,f13. The ratio of forced expiratory 

volume to the forced vital capacity in 1 sec is ranked 

with a score of 3.25. Seven models were constructed 

with different number of features to obtain the SVM 

classification models. Seven models with different 

features subsets based on fishers score (Table 4). The 

classification results obtained over seven runs of ten 

fold cross validation are represented in Table 5. 

 
Table 5. Classification accuracies obtained from          

FS-PSO-SVM Method              

                                                    

It can be observed from the Table 5 that the best results 

96.75% mean classification and 97.97% maximum 

classification were obtained with the model #5. Hence 

model #5 can be regarded as the best feature subset 

among seven feature subset based on classification 

accuracy. By comparing the results of classification 

accuracy obtained  with PSO-SVM, and Fisher Score-

PSO-SVM (model #5), it was observed that there has 

been an improvement in  mean classification accuracy 

by 0.45% and maximum classification accuracy by 

0.92% upon using fisher score. Table 6 represents the 

comparison of various classification accuracies 

obtained by the previous methods and the current 

method. It was observed that the proposed CDSS 

developed by integrating Fishers score-PSO-SVM 

achieved better performance accuracy when compared 

with all other available methods proposed in the 

previous studies. 

For understanding the effectiveness of the 

proposed system an attempt has been made to compare 

the results of the proposed method with that of Grid-

SVM and Principle Component Analysis with Grid-

SVM. In PCA all the seven principle components were 

fed in to the SVM classifier. Table 6 shows various 

classification results obtained with different number of 

principle components. The mean classification 

accuracies were found to be 91.63% to 93.94% and the 

maximum classification accuracy were 92.43% - 

94.76%. A profound increase in mean (0.60%) and 

maximum (0.65%) of classification accuracy was found 

in PCA- Grid-SVM model as compared with that of 

Grid-SVM model (Table 7). 

 
Table 7. Classification Accuracy obtained from              

PCA-Grid-SVM method 

The summary of various classification accuracies 

obtained from PSO-SVM and Grid-SVM is shown in 

Table 8. It was observed that PSO-SVM has via 5 runs 

of 10 fold CV proven better performance when 

compared with Grid-SVM in terms of classification 

Model 
Classification Accuracy (%) 

Mean SD Max Min 

#1 91.45 0.32 92.19 90.02 

#2 91.95 0.45 92.45 91.21 

#3 93.84 0.59 94.39 92.75 

#4 95.02 0.83 96.53 94.56 

#5 96.75 0.44 96.97 95.23 

#6 96.57 0.52 96.81 95.16 

#7 96.32 0.76 97.12 95.26 

No. of 

principal 

components 

Classification Accuracy (%) 

Mean SD Max Min 

1 91.63 0.24 92.85 91.02 

2 92.08 0.46 92.97 91.61 

3 92.56 0.35 93.45 92.11 

4 91.68 0.71 92.43 90.54 

5 93.94 0.68 94.76 92.13 

6 93.07 0.53 94.42 92.65 

7 93.45 0.76 94.16 92.16 
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accuracy at the statistical significance level of 5%.  

 

Table 8. The Performance Comparison of PSO- SVM 

with Grid-SVM (5%) 

 

This proves that particle swarm optimization approach 

has better chance of finding the global optimal solution 

as compared to grid method. The detailed classification 

results of Fisher score-PSO -SVM and PCA- Grid 

SVM (using 5 PC’s) via 5 runs of 10- fold CV is shown 

in Table 9. It was observed that results from FS-PSO-

SVM were higher than PCA-Grid-SVM by 2.98% and 

the superiority of FS-PSO-SVM is statistically 

significant at the level of 10%. The results clearly 

imply that Fishers score method is more efficient in 

constructing discriminative feature space for 

classification than PCA method. 

 
Table 9. The performance comparison of PSO- SVM 

with Grid-SVM ( 10%) 

 

From the above results, it can be observed that the 

clinical decision support system obtained by integrating 

FS-PSO-SVM is more appropriate for the diagnosis of 

COPD as compared to other methods. Hence, the 

proposed CDSS can be used as a supporting tool and 

can be enormous help in assisting the physicians to 

make the accurate diagnosis on the patients with COPD 

along with Spirometry. 
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