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Abstract—In recent years, the data in the form of text is created 

in very huge amount in day to day conversation on social media. 

We need a naive approach to analyzed and summarized data to 

extract meaningful information. Textual dialogue is given in 

contextual emotion detection. We have to recognize user 

emotions either it is happy, sad, angry or others. This paper 

describes Aimens system which detect emotions from textual 

dialogues. This system used the Long short term memory (LSTM) 

model based on deep learning to detect the emotions like happy, 

sad and angry in contextual conversation. The main input to the 

system is a combination of word2vec and doc2vec embeddings. 

The output results are shown substantial changes in f-scores over 

the model baseline where Aimens system score is 0.7185.  

  

Index Terms— Contextual Conversation, Emotion Detection, 

Happy, LSTM, Machine Learning.  

I. INTRODUCTION  

As in recent years, the textual data is created too much in the 

form of conversation, like chat on messenger, Whats app, 

twitter and hotel reviews [1]. To analyze these types of data 

we need natural language processing (The subfield of machine 

learning) techniques, which helps to analyze and extract 

meaningful information from text data. But the complexity 

occurs when a statement is ambiguous, where we need some 

facial expression to completely under-stand the meaning of the 

sentence. So, our system proposed an Long short-term 

memory based approach.The need for natural language 

processing techniques is in different fields, such as movies 

recommendation system (e.g., where we have to analyze 

different movie’s plot to find a similarity to recommendation) 

[2]. Our motivation to work on that problem is the rapidly 

growing interest in the field of sentiment analysis and 

Ubiquitous and universal use of computational systems, it also 

improves human-computer interaction. We know from 

biological psychology, a subset of psychology that explores 

the relationship between action and the body, particularly the 

brain, that rationality without emotion is insufficient to make 

the  

 decisions that govern our lives, and ultimately make up our 

lives [1]. This offers inspiration and a fresh viewpoint on 

integrating emotional intelligence into decision-making. Syntax 

based graph convolution network used for emotion detection 

and pooling is used to improve the accuracy of results [2]. 

Pooling based technique is used so that the number of 

parameters can be reduced that will reduce the computation 

time.  

  

Figure 1.1 A simple 3 turn conversation  

A 3 turn conversation between two people shown in figure 1.1 in 

which first person send a message “I’m not feeling well”. 

Second person reply “Why” and then first person reply 

“something is seriously wrong with my life”. It shows the 

emotions of first person either sad or worried.  

A. CRUCIAL CONTRIBUTION  

We used Hyper-parameters (used to increase speed and quality 

of learning process) tuning for model training and choose the 

best parameters from them on the basis of optimal results and 

choose the best activation function and optimizers for it. 

Applying the state-of-the-art technique Bi long short-term 

memory (LSTM) for model training. We improve the 

preprocessing steps which take a tremendous contribution in the 

accuracy of model.  

B. Experimentation & Data-Set  

The data set used for experimentation have three term of 

conversation which used for training and four different labels 

are assigned to text retrieved during the conversation. These 

three terms are message from first user to second user and 
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second user reply to first user and third term is again reply of 

first user to second user. We have to analyzed these three term 

and extract emotion and label them with happy, sad, angry and 

others.   

II. LITERATURE REVIEW  

In this section, we briefly understand the basic of emotion 

detection and the most recent work done in this field.  

A. Emotion understanding  

The emotion expressed by human beings in different ways, such 

as writing, speech, gestures, and body language. So, we need an 

appropriate model to categories these emotions. as, we can 

evaluate personal blogs or tweets for detection of basic purpose 

of talk or hidden emotion of the person in text or speech [3]. The 

first theory of emotion detection was proposed by [4] in 1872, in 

which humans and animal’s express different emotions with a 

different way. Later on, the emotion described as brain 

mechanism in 1984. Evolution theory said that the emotion 

varies with the passage of time [3]. To detect the emotion like 

happy sad angry novel deep learning approach used it combine 

the both semantic and sentiment techniques to explore the real- 

world conversation dataset for getting better results on emotion 

detection [5] [6] [7]. In the domain of text speech and images 

deep neural network approaches consider to accomplish the task 

successfully. In sequential formation LSTM and neural network 

algorithms are more operative and effective as stated and used 

by [8][9]. In recent research the state of art results of sentiments 

and emotion detection are achieved using Deep learning and 

LSTM model [10] [11] [12] [13]. Many classifiers of machine 

learning which were supervised and unsupervised models 

reported as effective results on emotion detection and sentiment 

analysis [14] [15] and most recent were deep learning models 

[16]. Memory network method is also used for emotion 

detection where interaction between users become enable by 

using two different memory networks.  

B. Model for Emotion Detection  

Model is a structured way to describe an emotion from the text. 

To categories emotion we need to define the emotion types. In 

this work we define four types of emotion which one is sad 

happy angry and other. The most recent work on emotion 

detection is done by [21] in which the researchers used the idea 

of syntactic rules semantics knowledge. The author used the 

voice tone and frequency of audio as input to analyze emotions 

[17]. In the work of [25], they used expressions and gestures 

from videos to extract emotions. But as our goal was to get 

emotions from text so we concentrated on the models that can 

perform well to understand the text.  

C. Method for emotion detection from text  

Most of the emotions are expressed in the form of text by 

different peoples in different ways on social media. Following 

methods are introduced to analyze these emotions from text data 

[19][21]. Recurring neural network described for classification 

of emotion through tracking of individual conversational state 

[18]. Distributional semantic model introduced for emotion 

classification [24].  

D. Keyword based Method  

Keyword extraction was the most basic and straightforward 

approach. By part of speech tagging, the keyword is extracted 

and matched with the word identified as emotional words. If a 

word matches with emotion then different criteria are used to 

assign proper emotion.  

E. Lexicon Based Method  

In the lexicon-based method we label each extracted keyword 

with associated emotion. It is mostly similar to the keyword 

extraction method but the only difference is to assign an 

emotion label. National Research Council of Canada (NRC) and 

EmoSenticNet (ESN) are some of the commonly used emotion 

and sentiment lexicon [23]. Deep learning, selfattention and turn 

based conversation model are used to evaluate the emotions 

which show the better result as compared to lexicon-based 

approaches [20].  

F. Machine Learning  

For the emotion detection the supervised and unsupervised 

machine learning approach can be used. In supervised learning, 

we have a complete labeled dataset whereas in unsupervised we 

have un-labelled dataset. The data-set one third was used for 

training and the remaining was used for testing. For the 

identification of emotions, most methods extract features such 

as repeated n-grams, negation, punctuation, emoticons, hashtags 

etc. to construct a character representation of the text, which is 

then used as input by classifiers such as Decision Trees, Naive 

Bayes, support vector machine among others to predict the 

performance [21] [22].  

G. Hybrid Method  

In the hybrid approach, we try to combine all three methods 

motioned above to achieve better accuracy. Recent work is done 

in 2018, which was done on the same data-set which we are 

working on. Researchers proposed an LSTM based approach, 

they claimed that emotion extraction from the text was a 

challenging process in the absence of facial expression and 

voice. They extracted emotion by using sentiment and semantic 

representation of text. To create emotion they used a multi-task 

problem where the given instance belongs to one and only one 

of the classes- happy, sad, angry and other. The input was 

provided on two different layers, one layer was with sentiment 

and other with semantic- based embedding. They concatenated 

both the layers and converted it into the fully connected 

network. For semantic author choose glove and sentiment 

specific word embedding [17].  

The author of [25] said that emotion extraction plays an 

important role in the identification of a person towards an 

organization or policies of the government. The correct way to 

word representation was compulsory for any type of emotion 

classification. The author [25] used Glove model word 

representation. A word from tweets were checked if it is present, 

it updated in a model. The tweets words are added in data-set to 

create a vector and the matrix. Then the data is reduced to a 

single vector by two methods- SUM and SVD. For classification 

purpose, used SVM and Random forest [22].  
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H.  Approach Comparison  

In this table 2.1 different approaches used to detect the emotion 

like happy sad angry fear angry unhappy.   

The f1 score of happy and unhappy emotion is greater than other 

approaches as see in table 2.1. Emotex approach have better 

results but they not used the embedding like other approaches 

have. LSTM have SSWE embedding’s and f1 score is 49.1. 

other approaches have no embedding’s and score near to the 

other approaches as well. So, this table 2.1 show the comparison 

of different approaches.  

  

Table 2. 1  

Comparison Table of Different approaches  

Sr  Approach  Embedding  Emotion type  F1- 

score  

1  LSTM  SSWE  Happy, Sad, Angry  49.1  

2  LDA/SVM  No  Happy, Sad, Angry,  
Fear  

50.3  

3  EmoNets  No  Happy, Angry, Sad,  
Disgust  

47.67  

4  SVM  No  Joy, Anger, Fear, Sad  49.54  

5  Emotex  No  Happy, Unhappy  60.4  

III. PROPOSED APPROACH  

Our proposed approach used the LSTM Bi-directional words 

embedding and annotated corpus. First step is preprocessing 

technique which apply on the input data in which we remove the 

extra spaces invalid characters resolve the character encoding 

and correction of spelling done. After the preprocessing adding 

words for interpretative or labels in annotated corpus and word 

embedding techniques apply on the input data. Mapping the 

dataset through vocabulary for getting real number of words. 

LSTM apply for training the dataset which filter the dataset and 

detect the emotions of happy sad angry from the dataset. The 

proposed model is shown in figure 2.1.  

  
Figure 2.1 Proposed Model OF Aimens System  

A. INPUT AND PREPROCESSING  

The training dataset has been tokenized by transforming the 

sentences into words and converting all uppercase letters into 

lower-case. We also include stemming the words using the 

NLTK stemmer and removal of extraneous whitespaces. We 

also convert multiple instances of.?!, sign to single instance e.g. 

okay sure to okay, sure while contractions (was, wasn’t, aren’t) 

were left untreated.  

B. SPELL COREECTION  

The data given in dataset is in raw format and have many 

spelling errors, we also resolve this issue. For this, we use 

TextBolb, which is a library for different NLP tasks. It takes 

much time in processing time but increases the performance 

somehow,  

C. WORD EMBEDDING  

We have to give user utterance to a neural network and we have 

to obtain word embedding for each word in the input sequence. 

So, for this, we try Word2Vec, Glove and FastText model for 

reconstruction of embedding words. We train a simple (LSTM) 

model by using each of these above-mentioned embeddings to 

test the effectiveness of these embeddings. We validate this 

using 10 fold cross validation to ascertain the effectiveness of 

various embeddings. Finally, we used Glove twitter.27B.200 

embedding model because it performed better than other 

models.  

D. Model Training  

For model training, first of all, we split out our data in a ratio of 

9:1 and divided into two sets. i.e. one is training dataset and 

second is validation dataset. On the training set, we train our 

model and with validation set, we tune the hyper parameter and 

we use GridCv search for hyper parameter tuning. We choose 

GridCv search because it can include more parameters for the 

analysis without effecting the overall performance [28]. We try 

different optimizers like Adaptive moment estimation 

algorithms (to find the learning rates of individual parameter), 

Stochastic Gradient Descent (for faster iterations), Adamax, 

,Nadam and different activation functions like hard sigmoid, elu, 

selu, soft plus, soft sign, relu, tanh, and SoftMax. After hyper 

parameter tuning, we decided to use categorical- SoftMax using 

entropy as loss function and Adamax as our learner function. 

We obtain the learning rate of 0.003 and 200 which is optimal. 

The Dataset ultimately composed of 2226 conversations of 3-

turn each, with their emotion class labels (Sad, Angry, Happy).  

IV. EVALUATION AND EXPERIMENTS  

In this section we describe the brief evaluation dataset and 

experimentation results.  

A. DATASET DESCRIPTION  

The dataset we used is provided by SemEval 2019. This dataset 

consists of 15k tweet conversational pairs. i.e. conversation and 

its response. To gather the class label we used the expert 

openion from judges, we gave the third sentence of the 

conversation accompanying with the context of past 2 sentences 

to judges. Each conversation was shown to 5 judges for 

highquality judgment and to decide the emotion class finally we 

take majority votes. At the time of training, evaluation dataset is 

unseen.  

Table 4.1  

Validation Set distribution  

Type  Happy  Sad  Angry  Others  Total  

Count  109  107  90  1920  2226  

Percentage  4.90  4.81  4.04  86.25  100  
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Dataset detail statistics are shown in Table 4.1 in which Total 

count of Happy, Sad, Angry and others. Percentage of each 

emotions calculated. This dataset consists of four kinds of 

emotions happy sad anger and others.  

B. SHAPE OF DATASET  

The training dataset of five columns is  shown in table 4.2 which 

contains  the turn vise conversion of user and the values of 

dataset.  

Table 4.2  

 Shapes of Dataset  

ID  Having a identical number to identify each training 

sample  

Turn 1  Have the first turn written by User 1  

Turn 2  Contain the second turn. It is a reply to the first turn in 

conversation and is written by User2   

Turn 3  Contain the third turn. It is reply to the second turn in the 

conversation which is written by user 1  

Label  Contain the Human judge of label of emotions of Turn 3 

based on the conversation of given trained sample. It is 

always one of the four  

Values  Happy sad angry and others  

The shape of dataset explains in table 4.2 in which every tweet 

has unique ID to identify each training sample. User 1 type a 

message and it will be turn 1 and User two reply the user 1 it 

will be Turn two and then User 1 reply the User 2 it will be turn 

3 as well. After this 3-turn conversation judge the emotion and 

label the values Happy sad angry and others.  

C. EVALUATION METRICS  

Calculation of averaged scored F1 done by equation given  

below (i) and (ii) F1 for three classes Happy angry and sad  

  

Pμ  i (i)  

  

Rμ I               (ii)  

  

True Positive which is TPi which is correctly predicted in class 

and False Negative FNi and False Positive FPi which are the 

errors of type-1 and type-2 in the class sample. Harmonic mean 

calculated by P and R which resulted the final value of F1.  

  

D. Baseline  

Baseline approach is provided by Semeval-2019. For data 

preprocessing, they use Keras pre-processing techniques i.e. 

tokenization, hashing-trick (convert text to a sequence of 

indexes) and one hot encoding on Ground truth labels. They use 

Glove embedding’s; every row has 100-dimensional Glove 

embedding return as Out-put. For model training, they use Basic 

LSTM model which takes the embedding matrix as an input and 

the embedding matrix to be loaded in the embedding layer.  

V. RESULTS  

In section V the summary of results from several techniques on 

the dataset is described in table 5.1. Our trained model gives us 

the best performance on the F1 score.  

A. COMPARITIVE ANALYSIS  

Comparative analysis of our approach with other approaches  

and given below in the form of graphs and shown in table 5.1  

  

Table 5. 1  

Comparison of results obtained from different embedding’s 

using an BiLSTM network.  

Approaches  Happy  Sad  Angry    

  F1  F1  F1  Avg.f1  

Word2Vec  64.44  74.71  59.28  66.14  

FastText  64.58  76.68  59.98  67.08  

Glove  66.11  78.99  63.79  69.63  

In table 5.1, we can easily see that Glove model performs better 

than other. The average f1 of glove approach is 69.63. The other 

approaches have less f1 score in which Word2Vec and FastText 

approach used.  

 
Figure 5. 1 Aimens vs baseline  

Figure 5.1 shows our group improvement in micro- F1 score 

with the Baseline micro-F1 score, which clearly shows that our 

model works better than baseline.  

 
Figure 5. 2 Aimens vs baseline AvgPrRef1  

Figure 5.2 shows the results of Precision, Recall and F1 score 

comparison of Our approach with the baseline approach, which 

clearly shows that baseline approach has already good Recall 

but have Bad Precision, so our approach has Good precision and 

recall also, and a clear difference between F1 scores.  
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Figure 5.3 comparisons of our approach with the baseline 

approach  

In Figure 5.3, we show the results of Angry, sad and happy 

score comparison of our approach with the baseline approach, 

which clearly shows that our approach works well than the 

baseline.  

VI. CONCLUSION  

In this paper, we proposed our method for detection and 

classification of emotions from a 3-turn conversation. It consists 

a set of emotions fetched from twitter in the form of 3 turns. Our 

method involves building a word embedding from pre-trained 

embedding’s i.e. Glove.twitter.27B. We choose it because it 

contains a huge amount of conversations based on emotions. We 

also contributed to the preprocessing of data by using different 

techniques i.e. normalization of data by removing repeated 

characters, spelling correction etc. We also applied stop words 

removal but it reduced the accuracy from which we analyzed 

that stop\words removal technique is not efficient for a 

contextual task. Then we use dthe most recent stage Bi-Long 

Short-term Memory on that problem which took word 

embedding as input and predicted emotion. To make it more 

optimized for our selected Dataset, we also performed hyper 

parameter tuning and choose the best parameters on which our 

model performs well on our data. Through these techniques, we 

achieve the 0.7189(F1score) which is higher as compared to 

other models. As a future work, we have planned to extend 

hybrid approaches by using emotion lexicons and emoticons 

handling.  
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