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Abstract: Modern business activities rely on
extensive email exchange. Email leakages have become
widespread, and the severe damage caused by such
leakages constitutes a disturbing problem for
organizations. In this paper we studied the following
problem: In the course of doing business, sometimes the
data distributor will give sensitive data to trusted third
parties. Some of the data is leaked and found in an
unauthorized place. The distributor cannot blame the
agent without any evidence. Current approaches can
detect the hackers but the total number of evidence will
be less and the organization may not be able to proceed
legally for further proceedings. In this work, we
implement and analyze a guilt model that detects the
agents using allocation strategies without modifying the
original data. Our work identifies the agent who leaked
the data with enough evidence. The main focus of this
paper is to distribute the sensitive data “intelligently” to
agents in order to improve the chances of detecting a
guilty agent with strong evidence. The objective of our
work is to improve the probability of identifying
leakages using Data allocation strategies across the
agents and also to identify the guilty party who leaked
the data by injecting “realistic but fake” data records.

Keywords: Allocation strategies, sensitive data, data
leakage, fake records, third parties.

1. INTRODUCTION

In  the course of doing business, sometimes
sensitive data must be handed over to supposedly
trusted third parties. For example, a hospital may give
patient records to Researchers who will devise new
treatments. Similarly, a company may have
partnerships with other companies that require sharing
customer data. Another enterprise may outsource its
data processing, so data must be given to various
other companies. There always remains a risk of data
getting leaked from the agent. Perturbation is a very
useful technique where the data are modified and
made “less sensitive” before being handed to agents.
For example, one can add random noise to certain
attributes, or one can replace exact values by ranges.
But this technique requires modification of data.
Leakage detection is handled by watermarking, e.g., a
unique code is embedded in each distributed copy. If
that copy is later discovered in the hands of an

unauthorized party, the leaker can be identified. But
again it requires code modification. Watermarks can
sometimes be destroyed if the data recipient is
malicious.  Our goal is to detect when the distributor’s
sensitive data has been leaked by agents, and if
possible to identify the agent that leaked the data.
Perturbation is a very useful technique where the data
is modified and made “less sensitive” before being
handed to agents. We develop unobtrusive techniques
for detecting leakage of a set of objects or records. In
this section we develop a model for assessing the
“guilt” of agents. We also present algorithms for
distributing objects to agents, in a way that improves
our chances of identifying a leaker. Finally, we also
consider the option of adding “fake” objects to the
distributed set. Such objects do not correspond to real
entities but appear realistic to the agents. In a sense,
the fake objects acts as a type of watermark for the
entire set, without modifying any individual members.
If it turns out an agent was given one or more fake
objects that were leaked, then the distributor can be
more confident that agent was guilty

2   PROBLEM SETUP AND NOTATION
Entities and Agents

A distributor owns a set T={t1,....,tm} of valuable data
objects. The distributor wants to share some of the
objects with a set of agents U1,U2,...Un. but does not
wish the objects be leaked to other third parties. The
objects in T could be of any type and size, e.g., they
could be tuples in a relation, or relations in a database.

An agent Ui receives a subset of objects ⊆ ,
determined either by a sample request or an explicit
request:

 Sample request = ( , ). :
Any subset of mi records from T can be
given to Ui.

 Explicit request= ( , ). Agent
receives all T objects that satisfy
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Example. Say that T contains customer records for a
given company A. Company A hires a marketing
agency U1 to do an online survey of customers.
Since any customers will do for the survey, U1
requests a sample of 1,000 customer records. At
the same time, company A subcontracts with agent
U2 to handle billing for all California customers.
Thus, U2 receives all T records that satisfy the
condition “state is California.”

Although we do not discuss it here, our model can
be easily extended to requests for a sample of objects
that satisfy a condition (e.g., an agent wants any 100
California customer records). Also note that we do not
concern ourselves with the randomness of a sample.
(We assume that if a random sample is required, there
are enough T records so that the to-be-presented
object selection schemes can pick random records
from T).

3 RELATED WORK
The guilt detection approach we present is related to
the data provenance problem [3]: tracing the lineage
of S objects implies essentially the detection of the
guilty agents. Tutorial [4] provides a good overview
on the research conducted in this field. Suggested
solutions are domain specific, such as lineage tracing
for data ware-houses [5], and assume some prior
knowledge on the way a data view is created out of
data sources. Our problem formulation with objects
and sets is more general and simplifies lineage
tracing, since we do not consider any data
transformation from Ri sets to S.

As far as the data allocation strategies are
concerned, our work is mostly relevant to
watermarking that is used as a means of establishing
original ownership of distributed objects. Watermarks
were initially used in images [16], video [8], and
audio data [6] whose digital representation includes
considerable redundancy. Recently, [1], [17], [10],
[7], and other works have also studied marks insertion
to relational data. Our approach and watermarking are
similar in the sense of providing agents with some
kind of receiver identifying information. However, by
its very nature, a watermark modifies the item being
watermarked. If the object to be watermarked cannot
be modified, then a watermark cannot be inserted. In
such cases, methods that attach watermarks to the
distributed data are not applicable.

4. DATA ALLOCATION PROBLEM

The main focus of this paper is the data allocation
problem: how can the distributor “intelligently” give
data to agents in order to improve the chances of

detecting a guilty agent? As illustrated in Fig. 2, there
are four instances of this problem we address,
depending on the type of data requests made by agents
and whether “fake objects” are allowed.   The two
types of requests we handle were defined in Section 2:
sample and explicit. Fake objects are objects
generated by the distributor that are not in set T . The
objects are designed to look like real objects, and are
distributed to agents together with T objects, in order
to increase the chances of detecting agents that leak
data. We discuss fake objects in more detail in
Section5.1.
As shown in Fig. 2, we represent our four problem
instances with the names , , where E
stands for explicit requests, S for sample requests, F
for the use of fake objects, and for the case where
fake objects are not allowed.
4.1 Fake Objects

The distributor may be able to add fake
objects to the distributed data in order to improve his
effectiveness in detecting guilty agents. However,
fake objects may impact the correctness of what
agents do, so they may not always be allowable.

The idea of perturbing data to detect leakage is not
new, e.g., [1]. However, in most cases, individual
objects are perturbed, e.g., by adding random noise to
sensitive salaries, or adding a watermark to an image.
In our case, we are perturbing the set of distributor
objects by adding fake elements

4.2 Optimization Problem

The distributor’s data allocation to agents has one
constraint and one objective. The distributor’s
constraint is to satisfy agents’ requests, by providing
them with the number of objects they request or with
all available objects that satisfy their conditions. His
objective is to be able to detect an agent who leaks
any portion of his data.

We consider the constraint as strict. The distributor
may not deny serving an agent request as in [13] and
may not provide agents with different perturbed
versions of the same objects as in [1]. We consider
fake object distribution
as the only possible constraint relaxation.
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Our detection objective is ideal and intractable.
Detection would be assured only if the distributor
gave no data object to any agent (Mungamuru and
Garcia-Molina [11] discuss that to attain “perfect”
privacy and security, we have to sacrifice utility). We
use instead the following objective: maximize the
chances of detecting a guilty agent that leaks all his
data objects.

5. Allocation Strategies:
In this section, we describe allocation strategies that
solve exactly or  approximately the scalar versions of
(8) for the different instances presented in Fig. 2. We
resort to approximate solutions in cases where it is
inefficient to solve accurately the optimization
problem.

We deal with problems with explicit data
request, with problems with sample data requests.
5.1 Explicit Data Requests

In problems of class EF , the distributor is
not allowed to add fake objects to the distributed data.
So, the data allocation is fully defined by the agents’
data requests. Therefore, there is nothing to optimize.

In EF problems, objective values are initialized by
agents’ data requests. Say, for example, that ={ , } and there are two agents with explicit data
requests such that = { , }and = { }. The
value of the sum-objective is in this case11 ∩ = 12 + 11 = 1.5
5.2 Sample Data Requests
With sample data requests, each agent Ui may

receive any T subset out of | | different ones.
Hence, there are ∏ | | different object allocations.
In every allocation, the distributor can permute T
objects and keep the same chances of guilty agent
detection. The reason is that the guilt probability
depends only on which agents have received the
leaked objects and not on the identity of the leaked
objects.

Therefore, from the distributor’s perspective, there are
different allocations. ∏ | || |
5.2.1 Random
An object allocation that satisfies requests and ignores
the distributor’s objective is to give each agent Ui a
randomly selected subset of T of size mi. We denote
this algorithm by s-random and we use it as our
baseline. We present s-random in two parts:
Algorithm 4 is a general allocation algorithm that is
used by other algorithms in this section. In line 6 of
Algorithm 4, there is a call to function
SELECTOBJECT() whose implementation
differentiates algorithms that rely on

Algorithm1 . Algorithm 2 shows function
SELECTOBJECT()
for s-random.

Algorithm 1: Allocation for Sample Data Requests
( )
Input: , . . ., , | |.

 Assuming mi ≤ | |
Output: R1, . . .,Rn
1: a  0| |

 a[ ]:number of agents who have
received object tk

2: R1  , . . .,Rn  
3: remaining  ∑
4: while remaining > 0 do
5: for all i=1, . . . , n : | | <mi do

6: k SELECTOBJECT( , ) .
 May also use additional parameters

7: Ri  Ri  { }
8: a[ ] a[ ]  1
9: remaining remaining  1

Algorithm 2: Object Selection for s-random
1: function SELECTOBJECT( ; )
2: k  select at random an element from
set ′ ′ ∉

3: return k
In s-random, we introduce vector a ∈ | | that

shows the object sharing distribution. In particular,
element a[ ] shows the number of agents who receive
object tk.

Algorithm s-random allocates objects to agents in a
round-robin fashion. After the initialization of vectors
d and a in lines 1 and 2 of Algorithm 4, the main loop
in lines 4-9 is executed while there are still data
objects (remaining > 0) to be allocated to agents. In
each iteration of this loop (lines 5-9), the algorithm
uses function SELECTOBJECT() to find a random
object to allocate to agent Ui. This loop iterates over
all agents who have not received the number of data
objects they have requested.
The running time of the algorithm is 0( ∑ ) and
depends on the running time of the object selection
function SELECTOBJECT(). In case of random
selection, we can have = 0(1) by keeping in
memory a set ′ ′ ∉ for each agent Ui .

Algorithm s-random may yield a
poor data allocation.Say, for example, that the
distributor set T has three objects and there are three
agents who request one object each. It is possible that
s-random provides all three agents with the same
object.
6. Experimental Results:
We implemented the presented allocation algorithms
in Python and we conducted experiments with
simulated
data leakage problems to evaluate their performance.
We present the evaluation for sample requests and
explicit data requests, respectively.
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6.1. Explicit Requests:
In the first place, the goal of these experiments was to
see whether fake objects in the distributed data sets
yield significant improvement in our chances of
detecting a guilty agent. In the second place, we
wanted to evaluate our optimal algorithm relative to a
random allocation.

6.2 Sample Requests
With sample data requests, agents are not interested in
particular objects. Hence, object sharing is not
explicitly defined by their requests. The distributor is
“forced” to allocate certain objects to multiple agents
only if the number of requested objects ∑
exceeds the number of objects in set T . The more
data objects the agents request in total, the more
recipients, on average, an object has; and the more
objects are shared among different agents, the more
difficult it is to detect a guilty agent. Consequently,
the parameter that primarily defines the difficulty of a
problem with sample data requests is the ratio.∑ | |
7. Conclusion:

In a perfect world, there would be no need to
hand over sensitive data to agents that may
unknowingly or maliciously leak it. And even if we
had to hand over sensitive data, in a perfect world, we
could watermark each object so that we could trace its
origins with absolute certainty. However, in many
cases, we must indeed work with agents that may not
be 100 percent trusted, and we may not be certain if a
leaked object came from an agent or from some other
source, since certain data cannot admit watermarks.

Our future work includes the investigation of
agent guilt models that capture leakage scenarios that
are not studied in this paper. For example, what is the
appropriate model for cases where agents can collude
and identify fake tuples? A preliminary discussion of
such a model is available in [14]. Another open
problem is the extension of our allocation strategies so
that they can handle agent requests in an online
fashion (the presented strategies assume that there is a
fixed set of agents with requests known in advance).
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