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Abstract―Over the past decade, local monitoring has been
shown to be a powerful technique for improving security in
multihop wireless   sensor networks (WSNs). However,
local monitoring as it is currently practiced is costly in terms
of energy consumption. Sleep-wake protocols are critical in
sensor networks to ensure long-lived operation. However,
an open problem is how to develop efficient mechanisms
that can be incorporated with sleep-wake protocols to
ensure both long lived operation and a high degree of
security. Here, a protocol is used to make local monitoring
parsimonious in its energy consumption and to integrate it
with any extant sleep-wake protocol in the network.
Analytically proved that the security coverage is not
weakened by the protocol. Then perform simulations in
GLOMOSIM to demonstrate that the performance of local
monitoring is practically unchanged.

Keywords ― Energy efficiency, logical monitoring,
critical events, sleep scheduling, sensor networks.

I. INTRODUCTION

Wireless Sensor Networks (WSN) is a collection of
spatially deployed wireless sensors by which to monitor
various changes of environmental conditions (e.g. forest fire,
air pollutant concentration and object moving) in a
collaborative manner without relying on any underlying
infrastructure support. Recently, a number of research efforts
have been made to develop sensor hardware and network
architecture in order to effectively deploy WSNs for a variety
of applications. Many network parameters such as sensing
range, transmission range and node density have to be
carefully considered at the network design stage, according to
specific applications. To achieve this, it is critical to capture
the impacts of network parameters on network performance
with respect to application specifications. Since a distributed
network has multiple nodes and services many messages and
each node is a shared resource, many decisions must be made.
There may be multiple paths from the source to destination.

Therefore, message routing is an important topic. The main
performance measures affected by the routing scheme are
throughput (quality of service) and average packet delay
(quantity of service).

II. DESIGN OVERVIEW

A. System Model And Assumptions
Consider a homogeneous, static sensor network, in

which sensor nodes work in a duty cycling mode. In such a
toggling period (TP), a node keeps active for TP*DC where
DC is the duty cycle. Although the active period of neighbor
nodes may be different, the communication among them can
be guaranteed based on a MAC protocol.
In the active state, a node may detect targets within its sensing
radius r, and communicate with other nodes within its
communication radius R. assume that every node is aware of
its own location and is able to determine a target’s position at
detection. In addition, assume that the sensor nodes are
locally time synchronized using a protocol. In fact, as long as
the distance between to target is more than two times of the
communication radius of nodes, the sleep scheduling actions
triggered by them will not overlap [1].

Components of sleep scheduling protocol:

 Target prediction. The proposed target prediction
scheme consists of three steps: current state
calculation, kinematics- based prediction and
probability based prediction. After calculating the
current state, the kinematics based prediction step
calculates the expected displacement from the
current location within the next sleep delay, and the
probability models for scalar displacement and the
derivation.

 Awakened node reduction. The number of awakened
nodes is reduced with two efforts: controlling the
scope of awakened regions, and choose a subset of
nodes in an awakened region.
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 Active time control. Based on the probabilistic
models that are established with target prediction,
schedules an awakened node to be active, so that the
probability that it detects to target is close to 1.

B. Traffic Model
Fig. 1 depicts the kinds of communication paths in

the network, namely,

 Forward direction (downlink): The base station
sends a message to one of nodes in the network.

 Backward direction (uplink): A regular node sends a
message to the base station.

Several sensor nodes today, are often equipped with
passive event detection capabilities that allow a node to detect
an event even while it is in sleep mode. Still others provide
ultra low-power, low-rate periodic sampling mechanisms for
rare event detection. Upon the detection of an event, the
sensor node is immediately woke up (within several µsec) and
is ready to transmit a notification message to the base-station.
Similarly, the base-station is often required to transmit
imperative commands or queries to sensor nodes that may
originate asynchronously.  Messages in either direction, thus,
originate at random times (asynchronously) and this implies
that messages may potentially originate at an inopportune
time when all other nodes in the network are in sleep mode
and not ready to receive the message [5]. While these
messages occur infrequently, they reflect urgency; as such
their delivery demands non-negotiable worst case delay
bounds. In this paper, delay is defined as the time duration
between generations of a message at a node (base-station or a
regular node) until its eventual delivery at the destination
node.

Fig. 1 Networks and Traffic Model

C. Critical Event Monitoring
Whenever a critical event occurs, the critical event is

detected by the nearby sensor nodes. Immediately these
sensor nodes should broadcast an alarm message to the entire
network. Sleep scheduling is used to reduce the energy

consumption which is leads to increase network lifetime. But
it leads to the broadcasting delay, especially in large scale
WSNs. So we need to balance both energy efficiency and
delay aware. In this paper, a delay optimized sleep scheduling
method is proposed to reduce the delay of alarm broadcasting
in WSNs. When a critical event occurs, an alarm is
immediately transmitted to a center node, and then it is
quickly broadcasted by the center node to the entire network
without any collision.

In sleep scheduling, sender nodes should wait until
receiver nodes are active and ready to receive the message.
Sleep scheduling should increase the network life time but it
could cause transmission delay. Whenever the network scale
increases, the broadcasting delays also increase. So a delay
aware sleep scheduling method needs to be designed to
provide low broadcasting delay from any node in the WSN.
Most of sleep scheduling methods is introduced to minimize
the energy consumption. To minimize the broadcasting delay
in WSN, it is needed to minimize the time wasted for waiting
during the broadcasting. The destination node is wake up
immediately when the source nodes obtain the broadcasting
packets. Here, the broadcasting delay is reduced. Whenever a
critical event occurs, it is detected by the nearby sensor nodes
and immediately it should sent to its neighbor nodes [2].

III. METHODOLOGIES

A. Energy Efficient Local Monitoring In Sensor Networks
For a target tracking sensor network, the sensor

coverage requirements at the surveillance state and at the
tracking state. The surveillance state requires a homogeneous
coverage on a wide area, but does not need full coverage. A
wireless sensor network (WSN) is a set of sensor nodes
deployed in a given space. The nodes form a network with the
wireless links, and are capable of collecting, relaying and
processing the sensor networks present a variety of network
operation models for data delivery and processing. Three
models are identified, namely, the continuous, event-driven
and user initiated.

 Neighbor Discovery. The neighbor discovery
component at each individual node manages both the
broadcasting of the working schedule and the
maintenance of the neighbor table. To announce the
existence of a node, the neighbor discovery
component broadcasts the node ID and working
schedule information with a configurable parameter
that decides the number of retransmissions. While
receiving a broadcasted working schedule
announcement, the neighbor discovery component
checks whether the source of the packet has been in
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its neighbor table. If the source does not exist in the
neighbor table, the neighbor discovery component
appends the source and corresponding working
neighbor discovery component would just ignore the
received broadcasting packet and does nothing. In
short, the neighbor discovery component attempts to
keep track of the schedules of all neighbors.

 Link Quality Measurement. To measure the pairwise
link quality between a node and its neighbors, the
link quality measurement component at each of its
neighbors and utilizes the link layer
acknowledgement from B-MAC calculate the
pairwise link quality. Depending on the desired
accuracy of measurement, the link quality
measurement component provides a configurable
parameter to set the number of message transmission
between pairs of nodes. In order to minimize the
impact of interference, serialize the link quality
measurement process among nodes in the network;
in other words, nodes in the network measure their
link qualities in sequence. When the data forwarding
component forwards packets, the link quality
measurement component updates link quality
information accordingly and triggers forwarding
sequence optimization if necessary.

 Forwarding Sequence Optimization. Currently the
heart of design, the forwarding sequence
optimization component implements EDR and EED
optimization faithfully. The two optimizations are
necessary to create optimal forwarding sequence of
EED for comparison with ETX in the following
subsection. In the future, we also plan to complete
the forwarding sequence optimization component
with inclusion of EEC implementation.

 Data Forwarding. The data forwarding component is
shared by both DSF and ETX. Whenever a node has
a packet ready to send, according to the specified
forwarding scheme, the data forwarding component
at a node attempts a single packet transmission to the
designated forwarding node when it is in the active
state.

B. On-Demand Sleep-Wake Algorithm

Dynamic Sleep Schedule for Single Destination:
When the sing initiates a query, the query packet

reaches the corresponding destination, which forwards the
data packet up this path towards the sink. Let the query packet
be forwarded in the path A, B, C, D, and E towards the
direction of the destination when a query is initiated. The one
hop neighbors (region A), two hop neighbors (region B), three

hop neighbors (region C) change their schedule dynamically.
This change is applied till the destination is reached and data
is forwarded back to the sink.

Case 1: Sometimes, the exact hop length to the destination is
unknown to the sink, but it may know the appropriate region
(e.g. temperature of a node in north). In this case, the sink can
send the query to the cluster head and the cluster head
(knowing the location) can send it to the destination. The
sleep schedule if the destination’s location is not known is
shown in Fig.2. Te node which forwards the query packet will
change the sleep schedule as fully ‘on’ till it get the data
packet. Whichever intermediate node (A, B, C, D) forwards
the query packet will change it’s a radio status to be on. When
the destination node E sends the data packet, the intermediate
nodes will change their radio to their usual schedule, after
forwarding the data packet, the intermediate nodes will
change their radio to their usual schedule, after forwarding the
data packet. This dynamic schedule avoids the delay in
transmission.

Fig. 2 Dynamic sleep scheduling if destination node’s
location is not known

Case 2: Sometimes the sing may know the destination’s
location in terms of hop length (e.g. current temperature of
node X). The sleep schedule if the destination is known (i.e.
how any hops away from a node), the schedule can be
changed dynamically based on the arrival time of the data.
The intermediate nodes calculate the time at which they have
to forward the data using the following details: the time at
which the query packet is forwarded, the distance of the
destination node, time taken to transmit the data packet for
one hop distance. The partial data at each intermediate node
flows up the tree towards the root. In this case, the nodes are
activated only at the appropriate arrival time of the packets
and energy saving is higher than case 1. However, the
accurate wake up time is hard to estimate and each node is
activated at the reserved time and is kept active for a timeout
period. If the packet is not received within the timeout period,
the node will switch off the radio.
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Fig. 3 Dynamic sleep scheduling if destination is known

Dynamic Sleep Schedule for Multiple Destinations:
In some applications, the sink needs to gather the

information from a set of sensor nodes instead of a single
node. The sleep schedule if data should be collected from
multiple destinations is shown in Fig 4. In this case, a
multicast query is sent to the destination sensor nodes. There
can be more number of packets to the sink for a single query,
since many nodes send the sensed information. Hence, the
radio of the intermediate nodes is made on, after a particular
period of time. Unlike the previous scheme, the radio is not
switched off after forwarding one data packet. After all the
data packets are transmitted, a control packet is sent towards
the sink, so that the intermediate nodes switch off the radio.
The radio remains on until a control packet is received. The
cluster head or a special node is responsible to send this
control packet.

Fig. 4 Dynamic sleep schedule for multiple destinations

In many applications scenarios and network deployments,
the network is dense and therefore most of the nodes at higher
levels have many neighbors and they can communicate with
many lower level nodes. Then take advantage of this fact in
the multi-parent idea and exploit the full connectivity of the
network. Instead of using a tree network topology where a
single parent is assigned to each node in the network and the
messages are always forwarded through the same fixed path,
multiple paths and multiple parents with different wakeup
schedules are associated with each node in the network.

Basically, in the multi-parent idea when a message
arrives to a node in the network, depending on its arrival time
it chooses the fastest path in the network to get to its
destination. When two parents (mother and father) are
assigned to each node, if the mother is awake, the father can
sleep and vice versa and the child node does not see any
difference from a single-parent case[5].

C. Monitoring Wireless Sensor Networks for Security Reason
Wireless sensors networks are vulnerable to many

types of attacks. In recent years there have been many
proposals using cryptography to ensure secure communication
such as SPINS, etc. Nevertheless, cryptography alone is not
sufficient for node compromise attacks and novel
misbehaviors in sensor networks. A protocol called DICAS
using local monitoring is proposed by Khalil et al., for secure
routing, which mitigates the control and data traffic attacks in
sensor networks. They propose a countermeasure for
wormhole attacks, called LITEWORP, which uses guard
nodes to attest the source of each transmission. Neighbor
watch is employed by a hopby- hop resilient packet-
forwarding scheme.

For reputation and trust based systems, neighbor
watch is used as a component to monitor neighborhoods and
collect information to build trust relationships among nodes in
the network, such as RFSN, CONFIDANT, CORE, etc. For
intrusion detection systems, local monitoring is used to build
decentralized protocols. Khalil et al. propose an on-demand
sleep-wake protocol to shorten the time a node needs to be
awake for the purpose of monitoring. They do not, however,
consider the optimized selection of monitoring nodes in the
network, but focusing on how to schedule nodes to meet the
monitoring requirement for given communication links. Hsin
et al. propose self-monitoring mechanism, this proposition
pay more attention on the system-level fault diagnosis of the
network, especially detecting node failures. They do not deal
with malicious behaviors as what are considered in the works.
On the other hand, our study emphasizes the optimized node
selection for the local monitoring scheme.

In this system, the authors present DAMON, a
distributed system for monitoring multi-hop mobile networks.
DAMON uses agents within the network to monitor network
behavior and send collected measurements to data
repositories. Zhao et al. propose to scan the residual energy
and monitor parameter aggregates including link loss rate and
packet count. Such information is collected locally at each
node and transmitted back to the sink for analysis. In this
system, the authors propose Sympathy tool to actively collect
run-time status from sensor nodes like routing table and flow
information and detects possible faults by analyzing node
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status together with observed network exceptions. In an IDS
model for ad-hoc networks is presented following the
behavioral paradigm. The IDS is decentralized and detection
is made by clusters. A technique to safely elect the
responsible node for monitoring each cycle was developed.
This solution is expensive, thus being inadequate to a WSN.
In local monitoring for ad-hoc networks in order to improve
the detection of mischievous nodes. It uses a technique called
path rater to help routing protocols to avoid those nodes.

The use of these sensor networks in hostile
environments means that providing quality of service is
essential and requires the implementation of fault-tolerant
mechanisms that can ensure availability and continuity of
service. For example, the maximum coverage of the regions
monitored by the network and connectivity of the various
nodes of the network must be maintained. However in an
environment where each node can fail unexpectedly resulting
in the isolation of some parts of the network, this guarantee is
neither automatic nor easy to achieve.

IV. CONCLUSION

In this paper, a novel sleep scheduling method introduced
which is based on the level-by-level offset schedule, to
achieve low broadcasting delay in a large scale WSN. Novel
sleep scheduling method also maintains long lived operation
and high degree of security. In this paper, energy efficient
Local Monitoring in Sensor Network (EELM) methodology,
which consists of mechanisms that significantly reduce the
node wake time required for monitoring. The performance of
the generic on-demand sleep wake algorithm is evaluated via
Glomosim simulator. Analytically proved that security
coverage is not weakened by the protocol.
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